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ABSTRACT

Future computer networks, including the Next Generation Internet (NGI), will
have to support applications with a wide range of service requirements, such as real-time
communication services. These applications are particularly demanding since they
require performance guarantees expressed in terms of delay, delay jitter, throughput and
loss rate bounds. In order to provide such quality-of-service (QoS) guarantees, the
network must implement a Resource Reservation mechanism for reserving resources such
as bandwidth for individual connections. Additionally, the network must have an
Admission Control mechanism, for selectively rejecting some QoS-sensitive flow

requests based on resource availability or administrative policies.

The Server and Agent based Active network Management (SAAM) is a network
management system designed to meet the requirements of NGI. In SAAM, emerging
services models like Integrated Services (IntServ) and Differentiated Services (DiffServ),
and the classical Best Effort service are concurrently sharing network resources. This
thesis develops and demonstrates in SAAM a novel resource management concept that
addresses the difficulties posed by QoS networks. With the new resource reservation and
admission control approaches, the sharing mechanism is dynamic and adapts to network
load. It ensures high resource utilization while meeting QoS requirements of network

users.
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I. INTRODUCTION

A. MOTIVATION

Quality-of-Service (QoS) is definitely one of the most popular and challenging
research topics in Internet computer networking nowadays. Today’s Internet is an
extremely versatile communication service for a wide range of applications. However, it
is only aimed at providing best-effort (BE) service, where traffic is processed as quickly
as possible, with no guarantees as to timeliness or actual delivery. Although this model
perfectly fits many applications like e-mail or regular web browsing, it is commonly
perceived that the best effort service cannot adequately support delay-sensitive and/or
loss-sensitive applications, such as Internet telephony, multimedia conferencing,
telemedicine and many others. These applications have in common the requirement for
certain level of network QoS guarantees, measured by throughput, network delay and

data loss rate.

In order to meet the QoS requirements of all potential traffic over the Internet,
different approaches have been proposed. The Differentiated Services (DiffServ)
approach is intended to provide a discrete number of service levels or classes, thus
making it a scalable solution. Since DiffServ only prioritizes traffic among a limited
number of classes, it does not truly provide for full QoS guarantees on a per user session
basis. A different approach, the Integrated Service (IntServ) model is aimed to provide
per-flow QoS guarantees, where a flow may represent the traffic generated by individual

applications.

QoS guarantees can only be met if network resources such as link capacity and
buffer space are previously allocated to requesting applications. Such a mechanism is
called Resource Reservation. Networks must also have a way of selectively rejecting new
flow requests based on resource availability or administrative policies. This mechanism is
called Admission Control. Additionally, with the requirement to support multiple classes
of service over the same infrastructure, networks have to provide a model for Link

Sharing!. Collectively, resource reservation, admission control, and link sharing address

I Also termed Network Provisioning



the problem of Resource Management. Since applications with vastly different QoS
demands will need to use the same infrastructure, resource management solutions must
be flexible, adapting to different traffic mixes and load fluctuations. Moreover, a growing
number of applications not only demand QoS guarantees but also generate an
increasingly large volume of data, putting a huge load on current networks. Thus, another

important objective of resource management is efficient use of resources.

Next Generation Internet (NGI) is one of several initiatives of the networking
community to develop networks capable of both guaranteed and best effort services. The
Server and Agent based Active network Management or SAAM, is an ongoing research
project under the NGI initiative and it is sponsored by the Defense Advanced Research
Projects Agency (DARPA) and National Aeronautics and Space Administration (NASA).
SAAM implements and proves the feasibility of a server-based network management

concept that addresses the resource management problem.
B. MILITARY RELEVANCE

The vision for future joint war fighting of US military is described in Joint Vision
2020 (JV2020) [1]. The concept of network-centric warfare (NCW), first conveyed in the
JV2010 and carried forward in JV2020, represents a fundamental shift from the previous
platform-centric warfare. Interoperability with external agencies and among forces of the
allied nations is a growing necessity as recently proved with the combined NATO
operations in the Balkans. Military operations in the current information age are
organized around the NCW concept, through which information superiority translates
into increased combat power. NCW is enabled by effectively networking sensors,
decision makers and shooters to achieve shared awareness, increased speed of command

and high levels of self-synchronization.

The NCW environment creates a wide range of network service requirements,
only possible to meet through active and adaptive networks. SAAM is one of such
networks being prototyped at the Naval Postgraduate School. Appendix A identifies some
key enabler technologies of SAAM, which illustrate the importance of SAAM in the

context of the NCW environment. The work of this thesis greatly contributes for the



improvement of the SAAM concept and further extends the potential of SAAM to
become a solution to the technical problems posed by NCW.

C. THESIS OBJECTIVES

The main objective of this research is to develop, implement and test a
mechanism for managing the resources of quality of service capable networks, like
SAAM. Special consideration is made with regard to multiple classes of QoS services
sharing the same network infrastructure and the resource allocation mechanism for

efficient utilization of network resources.

D. RESEARCH QUESTIONS

This thesis study provides answers for the following questions: (1) how can
SAAM efficiently manage network resources while providing support for different
classes of QoS traffic? (2) What is the impact of inter-service borrowing on the overall

performance of QoS capable networks like SAAM?
E. SCOPE OF THE STUDY

Previous research efforts have already showed to be feasible the concept of a
central network management authority for providing QoS guarantees to network users, as
current SAAM prototype demonstrates. Cheng and Gibson [2], and Queck [3] created the
foundations for a QoS management model. This thesis draws from their work, but is
mainly focused on extending the potential of SAAM servers to efficiently and
dynamically manage network resources while supporting different classes of guaranteed
services. Specifically, the core data structure residing in the heart of SAAM, the Path
Information Base (PIB), has been redesigned to provide support for a novel and more

efficient resource management mechanism.

F. THESIS ORGANIZATION

The remainder of the thesis is organized into the following chapters:

e Chapter II — Background. This chapter introduces some of the underlying
concepts related with quality-of-service and resource management in next
generation networks. Additionally, a brief description of the SAAM concept is

presented.



Chapter III — Efficient Resource Management. This chapter details the
development of the resource management mechanism required to manage
resources of QoS capable networks like SAAM. In specific, a novel inter-

service borrowing mechanism is presented.

Chapter IV — Design. Details the design of the network management
mechanism as applicable to SAAM.

Chapter V — Implementation. Describes the implementation and integration

details of the resource management mechanism developed in this thesis.

Chapter VI — PIB Test and Performance Analysis. Describes the test and

evaluation of PIB.

Chapter VII — Conclusions and Recommendations. Concludes the thesis study

with conclusions and the identification of areas of further study.

Finally, several appendixes are included to support the thesis study.



II. BACKGROUND

Current trends in the development of real-time network applications indicate that
the future Internet architecture will need to support a diversity of applications with
different QoS requirements. Ongoing research on QoS has proven that enabling end-to-
end QoS over the Internet introduces complexity in its overall functionality. Moreover, it
affects areas like network management, business patterns of networking companies, and
it also changes the way customer perceives the services offered by the network. Finding
an efficient solution for end-to-end QoS over the Internet is not only one the most

popular but also a very challenging research topic in computer networking today.

The current Internet architecture provides only simple services like IP addressing,
routing, fragmentation and reassembling of IP datagrams. It relies on higher-level
transport protocols for sequential and assured data delivery, and provides no guarantee as
to timeliness and throughput of traffic. These services are widely known as best-effort
services. Although these services are sufficient for traditional Internet applications like e-
mail, web browsing or file-transfer, the same is not true for the emerging wave of
applications like IP telephony, multimedia conferencing, or audio and video streaming.
Consequently, the need to provide the current Internet with the mechanisms required to

support QoS on the Internet is natural.

The SAAM project currently under development at the Naval Postgraduate
School defines and implements a model of network management that provides a solution
for the so-called Next Generation Internet (NGI). This chapter gives an overview of
current Internet architectures related with providing QoS over the Internet, and how they
fit the QoS requirement of next generation internet. Additionally, the SAAM model is
briefly described.

A. QUALITY OF SERVICE ARCHITECTURES

The efforts to enable end-to-end QoS over the existing IP infrastructure, have led
to the development of two different architectures: the Integrated Services (IntServ)

architecture and the Differentiated Services (DiffServ) architecture. Although



fundamentally different, both of these architectures are designed to support QoS over the

Internet.
1. Integrated Service

The aim of the Integrated Service architecture is to provide customer on-demand
QoS guarantees, e.g. bandwidth, delay and loss rate, and is ideally suited for real-time
applications. The architectural design of IntServ is based on the notion that in order to
fulfill the QoS requirement of the customers, network resources should be managed and
controlled [4], thus implying that the admission control and resource reservation are the
building blocks of this architecture. Event though IntServ provides the means for end-to-
end QoS, it is still not widely implemented. Due to the maintenance of per-flow
information, classification, reserving and management resources per-flow introduces
complex scalability problems, especially at the core of high-speed networks where the
number of flows to process is in the thousands to million ranges. Currently, IntServ has
proven to be easily deployed only in small networks, where the number of IntServ flow is

moderate and manageable.
2. Differentiated Services

The Differentiated Services architecture or DiffServ was developed to avoid the
scalability problem and the complexity of IntServ. However, DiffServ only provides
quality differentiation on traffic aggregates without strict guarantees on individual flows.
This quality differentiation only offers to network users the guarantee that some traffic
receives better service than others. The few predetermined levels of QoS are usually
called traffic classes. As an example of a DiffServ model, classes may referred to as
Gold, Silver and Bronze. Access control to service is regulated by pre-established service
level agreements (SLA) between network access providers (ISPs) and their clients, which

specify the service level agreed upon and the fees of the service.
B. RESOURCE MANAGEMENT

There are a number of emerging requirements for resource management in the
Internet; these requirements include both link-sharing services and services for
supporting QoS traffic. Link-sharing is required whenever network resources are to be

shared among different agencies or traffic classes. Resource reservation and admission
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control are the base for providing QoS guarantees. All these three mechanisms play a

vital role for the efficient management of resources in modern QoS networks.
1. Resource Reservation

As stated in [4], there is an inescapable requirement for networks to be able
reserve resources, in order to provide QoS guarantees for specific user flows. The
allocation of resources is typically done on a flow-by-flow basis as each new flow
requests admission to the network. This in turn, requires flow-specific state information
to be kept by routers along the path followed by the flow. In current Internet, based on
the best-effort model, state information is only maintained by end applications. Such a
stateless network is simple, robust and scales very well. A soft state approach for a QoS
network would be desirable. Currently, the Resource Reservation Protocol (RSVP) is
being used to support reservation of resources over an IP based network. It does so by
simply providing a set of rules for the network and requesting applications to exchange
information regarding the QoS requirement and admission and then to setup the required

network resources.
2. Admission Control

Admission control is required to implement the decision logic that determines
whether a new flow can be granted the requested QoS, without affecting guarantees
already granted to previously admitted flows. In addition to ensuring that QoS guarantees
are met, admission control may be used to enforce network administrative policies on
resource reservations. Finally, admission control may also be an important tool on
accounting and network administrative reporting. The simplest model of admission
control would be the case in which the user asks for a specific QoS and the network
either accepts or declines the request depending upon available resources. Since many
applications can still be able to get acceptable service for different levels of QoS, the

negotiation may often be more complex until a final flow spec is agreed upon.

As previously stated, the network is required to keep state information, i.e.,
remember the QoS parameters of past requests. One approach to admit a new flow would
be to compute the worse case QoS bounds for each service based on such state

information. A different approach, which is likely to provide better resource utilization,
7



would rely on routers monitoring actual link usage by existing flows, and use this
measured data as the basis for admission control. Although this approach as a higher risk
of overload, it may yield more efficient link utilization. Furthermore, such a soft state

approach may scale better for large-scale deployment.

3. Link Sharing

Link-sharing is a resource management mechanism created to manage network
resources, such as bandwidth. Link-sharing relies on the basic assumption that bandwidth
is a network resource that will always be limited. Some argue that when technologies like
optic fiber be fully matured and widely adopted, bandwidth will no longer be of concern.
However, the most commonly accepted counter-argument says that new applications will
then exist to consume existing bandwidth. Link-sharing services are required whenever a
network link is to be shared between agencies, protocol families, or service classes [5].
Multiple agencies may share the bandwidth of a link, where each one pays a fixed share
of the costs, expecting to receive a guaranteed share of the link bandwidth. A second
requirement is for link sharing of bandwidth on a link between protocol families.
Controlled link sharing is desirable because protocols families have different responses to
congestion. Another example for link-sharing is to share the bandwidth on a link between
different classes of services, such as IntServ, DiffServ and Best Effort classes. All of the
above three examples of link sharing explicitly deal with the aggregation of traffic on a
link. While there are a number of different motivations for link-sharing in the network,
the requirements for link-sharing are essentially the same, whether the link sharing is

between organizations, service classes or families of protocols.
C. OVERVIEW OF SAAM

SAAM is an intelligent active network management system, developed to meet
the requirements of next generation Internet. SAAM offers a solution to the problem of
providing QoS guarantees while maintaining the simplicity, robustness and scalability of
its underlying TCP/IP architecture. The SAAM model establishes a hierarchy of servers
and routers that are grouped into hierarchically structured SAAM regions, as depicted in
figure 2.1. SAAM servers assume the responsibility of all network management decisions

within their own region, thus allowing for SAAM lightweight routers to focus only on

8



traffic forwarding. This novel approach is the basis for implementing a complex service
model that integrates multiple classes of QoS services. The service model for SAAM

provides support for IntServ and DiffServ and with the current best-effort services.

Two level server hierarchy

>
Source
Destination
@ router @ SAAM server —i- example data path

Figure 2.1 Hierarchical organization of SAAM.

1. SAAM Server

The SAAM server is a vital player within the SAAM architecture. The server
dynamically builds and updates a knowledge base called Path Information Base (PIB)
about its region upon receiving status information from its dependent routers. As the
central repository of information for the SAAM region, the server is in a privileged
position to make the best decisions in terms of granting network resources, optimizing
network utilization, selection of the best routes, perform load balancing and any other
network operational and administrative tasks, without having the burden of traffic

processing only associated with the routers.

2. SAAM Router

Unlike standalone routers in existing IP networks, the SAAM router is

conceptually simple and robust. Since all complex QoS routing decisions are taken by the
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server, the main task of the router is to process and forward traffic. Additionally, they
monitor traffic and periodically report to the Server, the status of their links. The status
information includes current link utilization, packet delay and data loss rate, on a per-
service-class basis. Routing tables are updated by the server and contain information
about the flow label and outbound interface to next router. SAAM routers are therefore

required to maintain minimal state information, which provides for scalability.
3. SAAM Operation

The SAAM server initially discovers its region by flooding down the network
with a special control message. Routers will in turn be aware of their server and report
back their existence, which include all links between them and physical bandwidth
available at their interfaces. The server uses this information to identify all paths within
its region and to initially allocate bandwidth among all services classes supported, before
starting accepting user traffic. Users request service at edge routers, which in turn will
forward the request to the server. The admission control mechanism is then responsible
for either accepting or rejecting the request based upon resource availability. Flow
acceptance results in resources being allocated at each router along the selected path prior
to send the new traffic. Edge routers maintain enough per-flow information, required for
the purpose of traffic control and policing. At ingress or edge routers, packets are labeled
to allow routers to forward their traffic. Additionally, IntServ packets will be inserted
flow state information, which is then used and updated by the state-less high-speed core-

routers when processing and forwarding traffic.

10



III. EFFICIENT RESOURCE MANAGEMENT

Chapter II introduced the concept of resource management and explained its key
role for future networks. Admission control, resource allocation and link-sharing were
identified as the building blocks for the activity of managing network resources in
forthcoming QoS capable networks. This chapter builds on the previous chapter to
describe an efficient and dynamic resource management model, which makes uses of
those mechanisms to meet the requirements of the SAAM network. In providing support
for multiple levels of QoS, e.g., those defined by the IntServ and DiffServ, a novel
concept of inter-service borrowing of bandwidth will be presented as a solution to

provide for a better resource management in such QoS networks.
A. RESOURCE MANAGEMENT APPROACHES

The current implementation of SAAM provides for multiple services classes, each
offering one or more levels of services. These service classes, Integrated Service,
Differentiated Service and Best Effort Service, will concurrently share network resources,
e.g. link bandwidth. If the goal of efficient utilization of resources is to be met, then
SAAM resource management must ensure that each service level takes an optimum share
of network resources at any time, in order to maximize resource utilization. The sharing
mechanism needs to be adaptive so that it adjusts to dynamic loads in each service class.
It must also ensure that a minimum capacity exists at all times to fulfill the majority of
future flow demands from higher priority service levels like IntServ while ensuring that

lower service levels will not starve.

The complete link-share model for SAAM is depicted in Figure 3.1. In addition to
the already mentioned IntServ, DiffServ and Best Effort service levels, the model also
ensures that some bandwidth is reserved for signaling traffic, i.e. SAAM control traffic
and finally, some other special traffic, named out-of profile (OP). OP traffic results from
misbehaving user applications that generate traffic in excess of their previously
negotiated QoS guarantees. In such cases, offending packets are marked as out-of-profile
and pushed to the OP service level. Typically, OP packets receive the lowest priority.
They are forwarded after all other traffic, i.e., when the link would be otherwise idle.

11
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Link
SAAM Int Diff Best Out of
Control Serv Serv Effort Profile
10% 40% 30% 20% 0%

Figure 3.1 Link-share model in SAAM

1. Initial Resource Allocation

In the SAAM network, the SAAM server is responsible for the resource
allocation. During initial startup and as part of the configuration cycle, participant routers
advertise themselves and their interfaces to the SAAM server, which in turn develops the
Path Information Base (PIB). The PIB is a data structure that will be used by the Server
to determine all possible paths among all network nodes and to maintain link status
information, as reported by routers. From the total bandwidth of each interface as
reported by the hosting router, the Server then allocates a predetermined amount to each
of the five service levels. This initial bandwidth is called base allocation per service level
(BA) and is represented as a percentage of the total interface bandwidth. A typical link

share per service level as previously used by SAAM is shown in Figure 3.2.

IntServ DiffServ
30%
40% ’
Best Effort
Control Channel 20%

\_ Out of Profile
0%

10%

Figure 3.2 Typical link share percentages in SAAM
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The share assigned for the SAAM control channels, is vital for the functioning of
the entire SAAM region. As a goal in SAAM, the amount of control traffic should never
be higher than the assigned 10% of the total bandwidth in each link. The non-conforming
traffic of OP service pipe is typically given no bandwidth share. Consequently, OP
packets are only served at each router when no other traffic is waiting for service. OP is
the only service that may suffer from starvation when the network load is high. Finally,
the share among the remaining three service levels shall then be assigned to fulfill the
business and administrative goals of the networking service being provided, in an

optimum and efficient way.
2. Developing an Optimum Share Model

Lets consider a single link with a maximum bandwidth capacity C,,, and with
five service levels as mentioned before. Considering the individual capacities Ccc, C,
Cp, Cg, Cop, assigned respectively to SAAM control channels, IntServ, DiffServ, BE and

OP service levels, the following expression holds:

Cooe +C,+C,+Cp. +C,, £C (3.1)

Unallocated
40%

IntServ
20% DiffServ
15%
Control Channel Best Effort

10% Out of Profile /
0%

15%

Figure 3.3 Link share model for SAAM with conservative base allocation

There are different alternatives for the distribution of the link share among the
different classes of service. One of such alternatives could be performing static

allocation, based on historical data and statistical models to forecast future load
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distribution for all service classes. While this solution requires the least effort after initial
setup, it offers no flexibility and it is likely to result in poor network utilization. At some
point, one service level may be using its entire allocated share and rejecting or buffering
traffic while other services may be using a small fraction of their share, thus making an

inefficient use of resources.

A different approach would be to make a conservative start by allocating little or
minimum capacity for each of the service classes, which results in some of the link
bandwidth not being assigned to any service — unallocated bandwidth (C,). As new
network users are admitted to the different classes of service, the utilization of each
service level will then increase and eventually, reach the maximum initial capacity
available for the class. From then on, the resource management mechanism ensures that
new resource demands can be granted by claiming the initial unallocated capacity as long
as there is still some available. The same way classes of service are allowed to claim
unallocated bandwidth as needed, they should also release that bandwidth as soon as it is
no longer required, thus making it available to other service classes. By dynamically
resizing the capacity allocated for a service class, the network automatically adjusts to the

profile of the traffic load, which increases the overall network utilization.

The previous approach may be further extended to achieve event better network
utilization. In some cases, a heavily loaded service level (say IntServ) may be using all of
its base allocation and the entire link unallocated capacity while another service class
(say DiffServ) is using only a small fraction of its base allocation. Intuitively, if the
possibility for a dramatic increase of DiffServ traffic in the near future is remote, then
some fraction of DiffServ’s unused base allocation bandwidth could be made available
for borrowing by IntServ. This solution would yield even better link bandwidth
utilization and decrease the total number of rejections of user flow requests, especially
under high network loads. This novel approach is named Inter-service Borrowing and

will be explained in detail in the following sections.
B. CONSERVATIVE BASE ALLOCATION

The previous section introduced the concept of a conservative start for allocating

bandwidth, which in turn leads to some fraction of the link capacity not being allocated.
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The initial inequality as expressed in equation 3.1 should be modified to include the

unallocated capacity, thus turning the initial equation into

C,+Cp+Cpr +Cp. +C,p +C, =C

where C, refers to the unallocated capacity.

At this point, it is of interest to differentiate the concept of initial allocation (base
allocation) and current allocation. Base allocation will be denoted by Cy, (for service
class X) and is a constant value that is assigned on network startup as opposed to Cy
which is the current allocated value for service X. The current allocation value varies over
time, depending on the load of the respective service, and is initially set equal to the base

allocation Cyx,, i.e., at the startup the following two equalities exist:

¢, =C, for IntServ

Cp, =Cp for DiffServ

According to the SAAM model, some of the services will have a constant share of
the link bandwidth. We will therefore assume that SAAM control channel and Best Effort

services will have a fixed share allocation over time2. Additionally, Out of Profile traffic

will have no capacity specifically allocated and therefore Cop = 0.

Based on the above assumptions, the initial setup of the network is therefore

performed in accordance with the following equation:
C,+Cp +Cr+Cy +C, =C,_, . (3.2)

With the assumption that C¢c and Cpr remain constant over time, let us isolate

three dynamic terms of interest of this discussion. It will be,
Cr+Cpy+Cy =C = (Cee +Cy)

c, +C, +C, =kC
C,+Cp +C, =C"

max

max

IntServ and DiffServ classes of service will use network resources on demand.

The initial capacity allocated for these two classes (Cj, and Cp,) may be used either

2 An alternative for BE in SAAM, may be the utilization of unused capacity allocated for Control
Channels, IntServ and DiffServ. This could be achieved with a work-conserving packet schedule algorithm.
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partially or totally. Whenever any of these classes use their base allocation share, they
become eligible for taking some of the unallocated capacity as required. Eventually, no
more unallocated space is available, which is then the case to try inter-service borrowing,

between these two classes. The next section will address this sequence in detail.

C. ADMISSION CONTROL SEQUENCE

As suggested in the previous section, the process of dynamic resizing the
bandwidth assigned to a service level goes through a sequence of different phases. This
readjusting process is triggered by the arrival of a new IntServ or DiffServ flow request
and is part of the admission control mechanism. The admission control procedure can be
divided in three distinct steps, each corresponding to a distinct admission phase, as

illustrated in figure 3.4, and they are:
e Step | - Direct admission
e Step 2 — Dynamic growing

e Step 3 — Inter-service borrowing

Flow Request

I

No No
Direct Admission? Dynamic Growing? Dynamic Growing? Reject
Flow
l Yes l Yes l Yes
Admit Flow Admit Flow Admit Flow

Figure 3.4 Admission control sequence.

1. Direct Admission — Admission Step 1

Direct admission is the first phase of the admission. It is the most basic admission
control step, because a single service class is considered. A new flow is admitted at this
point if there is enough available bandwidth from the initial base allocation for that
service. All new flow requests go through this phase. If admission fails at this stage, it

means the service load has increased over the initial base allocation for the service and
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the flow request must therefore proceed to phase 2. Recall that variables C; and Cp
represent the current allocated capacity for IntServ and DiffServ, respectively. As already

stated, initially we have:
C,=C, and C, =C,,

Let’s now consider the sequence of steps required to admit a new flow request.
For simplicity and without loss of generality, it is assumed that new flow request belong
to IntServ. Only two classes of services will be considered: IntServ and DiffServ.
However, the following deduction could easily be extended to n different classes of
services. Considering that a new flow request /* arrives and has a bandwidth requirement
of Ry, the admission criteria for this flow is based on the equation

DR, +R.<aC, (33)

f€B;
where By is the set of currently active flows of service I (IntServ).

Equation 3.3 introduces also the factor ¢, which is referred to as the load factor
for IntServ. Typical network load management uses this load factor to prevent maximum
load to approach the full physical link capacity. Although the actual value for this factor
is not relevant for the present discussion, it is included in the expressions herein
presented for completeness. Since 0 < a;< I, we can at most use a,;C; capacity which is
less than or equal to C;. Whenever inequality 3.3 holds then the new flow f* may be

admitted and the admission procedure does not need to go into next step.
2. Dynamic Growing — Admission Step 2

Dynamic growing refers to the ability for the link share mechanism to
dynamically adapt to changing service level load. By starting with a conservative small
base allocation of bandwidth for each of the service levels, this step ensures that each
service is allowed to received more resources from the unallocated capacity, only when
they need them. Inversely, when those resources are no longer required for that service,
they are released, thus made available for other services. Suppose inequality 3.3 is not

satisfied during the previous step. It means that there is not enough capacity C; to satisfy
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the new request. This next step now will attempt to use some of the possible unallocated

capacity. The admission condition then becomes

DR, +R,. <a,(C, +pC,) (3.4)

SeB;

The difference from equation 3.3 is that we now try to increase C; by a small

amount, enough to accept the new flow request. Intuitively, we need both

C,>0and >0

The amount of unallocated bandwidth claimed to satisfy the new request should

be minimum. Therefore, from inequality 3.4 we can derive the optimal value for f as

follows:
>R, +R,.=a,C, +a,C, (3.5)
feB,
ZRf +R,.—a,C,
,B — f€B;

a,C,
The new flow may then admitted if:
C, >0
and
0<p<1

In the case of f = I, the new flow is admitted taking all of the unallocated
capacity. After admission, the bandwidth allocation for IntServ is increased by a given
amount and the unallocated capacity is decreased by the same amount. Respective

variables must be updated in the following order:
C, =C+ /5,
Cy =Cy = pCy

By doing this, we are enabling dynamic growing of the total link share for a given

class of service, which may happen as long as there is enough unallocated space.
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Whenever it is no longer possible to dynamically grow this way, the admission procedure

proceeds to step 3.
3. Inter-service Borrowing — Admission Step 3

Inter-service borrowing is to be considered only when the load of one service
level peaks and other services are not using their entire base allocated bandwidth. When
the load of a given service level is very high, it is possible that the sum of the base
allocation with the unallocated space is not enough to fulfill the resource demand for that
service. In such case, the admission process fails both phase 1 and phase 2 steps.
However, under some circumstances it might be possible to borrow some capacity from
other services. This inter-service borrowing mechanism is based on a statistic model for
the network traffic and will be explained in the next section. For now, it matters only to

focus on the new admission condition applicable to this last case.

The admission condition for phase 2 - equation 3.4 - now no longer holds.
Providing that some capacity can be borrowed from some other service, that borrowed
bandwidth should be added to the right side of equation 3.4, which then becomes:

>R, +R,.<a,(C, +BC, +p,C,) (3.6)

JeB;

In equation 3.6, C; refers to the current total allocation for the service I (IntServ),
PCu is the available unallocated capacity, and finally, ppCp represents the maximum
bandwidth that service D (DiffServ in this case) makes available for inter-service
borrowing. It is important to note that at this stage in the admission process, the
unallocated capacity Cy is either zero or very small, and is insufficient to meet the new
flow requirement. That remaining capacity should therefore be completely used before
going into inter-service borrowing, which explains the fCy in equation 3.6. For this
reason, =1 and the admission condition can me modified to become:

SR, +R.<a,(C, +Cy+p,Cp,) (3.7)

/<B,

This new equation differs from equation 3.5 by the new term ppCp,, Where Cp, is
the base allocation for service D (DiffServ) and pp the fraction of that capacity that might

be borrowed. Since the base allocation for DiffServ is constant, the solution for the
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inequality depends upon the value of pp. As already stated, next section will detail a way
of calculating pp. For now, assume that we have obtained a value for pp. With this value,
either the equation does not hold and the new flow request is rejected, or instead, the new

flow can be admitted.

If the new flow is accepted, inter-class borrowing takes place. For instance, using
the previous example, it would mean that DiffServ has its available bandwidth partially
reduced until resources are released. In order to keep track of this capacity transfer,
variables C; and Cp must be updated to reflect the new allocation transfer. The bandwidth
transfer from DiffServ to IntServ in this example should be no more than the necessary to
admit the new flow. This means that we are interested in the minimum value for pp that

satisfies the inequality 3.7, i.e.
pp'=min(p,)
such that,

YR, +R,.=a,(C,+C,+p',C,) (3.8)

feB;
Expressing p " as the dependent variable, equation 3.8 becomes:

R.+R,..—a,C
" /%9:/ ! ! ! C[ +CU
po'= - (3.9)
a,C), Cp

After the admission of the new flow, the allocation variables should be updated as

follows:
C,=C,+C,+p,'Cp
C, =0
Cp=Cp-pp'Cy
D. INTER-SERVICE BORROWING EXPLAINED

If the network load were easily predictable and constant, it would be possible to
adjust the resource shares of different service levels, in an optimum way, such that the

resource utilization would be maximum and the flow rejection rate minimum. However,
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in the real world, this is never the case and there is always some uncertainty on traffic
prediction. Traffic load fluctuations are more than likely and therefore the resource
management algorithm should be dynamic and adaptive, in order to maximize resource
utilization and ensure availability, even when network load is unbalanced among service

levels. Inter-service borrowing seems a logic step in this regard.
1. Aggregated Flow Distribution

As discussed in the previous section, the three-step admission procedure relies on
inter-service borrowing at last, to admit a new flow at extreme load levels. The admission
condition for inter-service borrowing (equation 3.7) shows that the admission decision is
a function of the coefficient p, defined as the required fraction of the base bandwidth
allocation of the service level to borrow from. A service should make available some of
its base allocation capacity only when there is a minimal probability for that service to
use that capacity in the near future. The basic idea is to obtain some quantitative measure
of the bandwidth that a service can make available for borrowing, without reducing much

of its own ability to accept new flows.

Consider that network clients request flows with different throughput
requirements. We may assume that the throughput requirements of individual flows

follow some type of unknown distribution with the following characteristics:

M, - mean value of an individual flow request

O, - standard deviation of the flow request distribution

If we now consider that (R;, Ry, R3 ..., R,) is a random sample from the above
distribution and that they represent at any time, the individual throughputs of n active

flows, then:
R is the mean value of the sample.

According to the Central Limit Theorem [6], R is approximately a normal

distribution with:

E (R): Uy =M, (mean)
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2

V(ﬁ) =02 = % (variance)

o5 = N (standard deviation)

The total throughput 7" of the set of n active flows is the sample total and can

easily be obtained by the equation bellow:

T=SR
i=1

and

E (T ) =nkE (ﬁ): nu, (expected mean value for total throughput)
v(T)= nV(E) =no’ (expected variance)

o, = \/;GU (standard deviation)

2. Probabilistic Bandwidth Utilization

Now consider that the number of flows #n is constant and that the throughput

requests of individual flows follow the same distribution with mean ur and standard

deviation 7. For any given probability p, we are now interested to obtain a value x such

that

P(TSx):p.

So, it will be

P(ZSMJZP

O-T
(D x_ﬂTj:p
GT
X—nu
)] ~|=p
J;@J
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Figure 3.5 Aggregated throughput distribution as a normal distribution. Total
throughput T of all n active flows is less than x with a probability p.

As an example, lets consider a probability p = 0.9495 = 95%.

We then have

cp[x — A, ] — 0.9495

Vno,

x\/_;';“ ~1.64

x=nu, +1.64/nc, (3.10)
or

x=u, +1.640, (3.11)

Equations 3.10 and 3.11 allow us to obtain a value of x based on the probability of
95%. Different values could be selected. Depending on what data is available, either
equation might be used. For instance, if we precisely know the mean flow request, the
standard deviation of the distribution of those flow requests and the number of active
flows, equation 3.10 is to be used. If otherwise we know nothing about the original flow
distribution or if the number of flows is not exactly known, we may otherwise have to use

equation 3.11.
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3. A Scalable Soft-State Solution for SAAM

One of the underlying goals of SAAM is to keep the minimal network status
information, i.e. maintain a soft state, thus providing for robustness and scalability,
without too much increase of complexity. For instance, once new flows are admitted, no
information is kept with regard to the actual number of active flows. In equation 3.10, x is
expressed as a function of the number of active flows and therefore this equation cannot
be used in SAAM. The only alternative is equation 3.11, which expresses x as a function
of the two parameters ur and o7, that characterize the distribution of the total throughput

T.

We can estimate 7 with
sy =2 R,
feB
where B is the set of currently active flows of this service class. Equation 3.11 now
becomes

x=Y R, +1.640, (3.12)

7eB

The SAAM server continuously receives link state information from routers. This
information contains not only bandwidth utilization per class of service but also other
QoS metrics like data delay and data loss rate. This soft state approach decreases the
complexity at the core routers because no state information is maintained at flow level.
No mechanism to explicitly notify network about termination of a flow exists. In fact,
once a new flow is admitted and resources are reserved accordingly, the process of
releasing those resources is implicitly part of the periodic link state advertising. The

central SAAM server only maintains updated information about the throughput of the set

of active flows for each router interface. Consequently, the term ZRf is easily obtained
feB

for every class of services. However, in 3.11 we still have the unknown standard
deviation parameter of the flow aggregate distribution. With the knowledge of the
number of active flows and the characteristics of the individual flow request distribution,

it would be straightforward to compute the standard deviation. However, since we
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assumed to know nothing about the number of flows nor about the original distribution, a

different approach must be followed.

Normal Distribution
u=constant, different a/u

0.5
0.4
0.4 1
0.3 4
0.3 1
0.2 4
0.2 4
0.1+
0.1 1
0.0

\\¥~~
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Figure 3.6 Normal distribution for different three ratios o/p.

It was already shown that the total throughput distribution and the individual flow

request distribution are related with each other and that the following equations apply:

o, =~no, (3.13)
and
Hr =Nt (3.14)

Dividing equation 3.13 by equation 3.14 we obtain

or _no,

/LlT nﬂU

o, 1 o,

Zr____ 20 (3.15)

Hy  An o,

It is reasonable to assume that some information is known about the profile of the
individual flow requests. From past data, there should be at least knowledge about the

mean value of the bandwidth request per flow. However, we will take a conservative
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approach by assuming that we only know something about the shape of the flow request

distribution, i.e. the ratio o,/,.

Ratio oT / uT vs Number of flows
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Figure 3.7 Ratio or/pur versus the number of participant flows for three different
shapes of flow request distributions.

Figure 3.7 shows a graph plotted with equation 3.15. For the aggregated
throughput distribution, the number of flows as a function of the ratio or /ur, for three
different shapes of the original flows request distribution, i.e. for the ratios o/, = 2, 1

and 0.5.

Lets now assume that the standard deviation of the original flow distribution is
equal to its mean, i.e. g,/ u, = 1. This is considered a conservative approach since the real
distribution is likely to be much more concentrated about the mean, i.e. with a ratio ,/ 4,
< . Additionally, it is assumed a substantial number of active flows, for example n =
100. Referring to the graph in figure 3.7, these assumptions apply to the (0.1,100)
coordinate point, marked with a big circle. By inspecting the graph, it can be observed
that as the number of flows increases or the o, / u, ratio decreases (narrow original flow
distributions) the ratio o7 /ur, also decreased. With the given assumption, equation 3.14

becomes
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o, 1

My /100

x1=0.1

o, =0.1u,
We can now replace o7 in equation 3.12, which becomes

x= Y R, +1.64x0.14,

feB
and finally conclude with:

x=Y R, +0.164> R,

feB feB
or

x=1.164> R, (3.16)

feB
In summary, when the number of active flows equal or exceeds 100, and the
original flow request distribution satisfies o, <u,, we can ensure with a certainty of 95%
that the throughput requirement of this service class will not exceed the value x as given
by equation 3.16. Figure 3.8 is a pictorial representation of this concept applied to the

DiffServ class.

As discussed in the previous section, the admission condition for inter-service

borrowing was given by

SR, +R,.<a,(C,+Cy+p,Cp,)

SeB;

The term ppCp represents the maximum capacity that can be borrowed, can now

be expressed as follows:

pPpCp =0ap,Cp—x

PpCp =a,C,, —[ D R, +0.164 ZRJ.J

J€By feBp

ppCp=a,Cp—1.164 > R,

Se€Bp
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and the complete admission equation becomes

ZRf+Rf*Sa,(C1+CU+aDCD—1.164 ZRJ.J (3.17)

feB; feBp

Equation 3.16 is therefore applicable for a probability of 95% and a number of

active flows n > 100.

A 0.164yr
Prob.
/— borrowing capacity
|
. - <
7 ur X poCp Throughput

Figure 3.8 Pictorial representation of the borrowing capacity of DiffServ, based on
the probability of 95%.

E. CHAPTER SUMMARY

QoS capable networks and the consequent need for resource allocation present
new challenges for the efficient use of network resources. The link-sharing mechanism
allows multiple service levels to share the same link, however in providing such
versatility, dynamic and adaptive share mechanisms must be used in order to preserve
high levels of resource utilization. The concept of resource management described in this
chapter, allows for multiple services levels to adjust their link share by dynamically
resizing their allocated capacity and using the unallocated capacity until they reach an
point of equilibrium, which self adjusts to changing network load conditions. Moreover,
by means of inter-service capacity borrowing, it is possible to further enhance resource
utilization. It should be understood, however, that the complexity associated with this
resource management approach only makes sense because it is assumed that network
resources are limited and we want to maximize resource utilization levels. Next chapter

will detail the implementation of all these concepts in the current SAAM prototype.
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IV. SAAM QOS MANAGEMENT DESIGN

In the previous chapter, the theory behind the new advanced resource
management concept was explained in detail. As the main component of the SAAM
server, the Path Information Base (PIB) defines the server behavior in all QoS
management tasks. This chapter will discuss the design specifics of PIB and the required
changes to enable inter-service borrowing. The chapter starts by first describing the
overall design of a SAAM server. Then the PIB and its main functions are described in
detail. Finally, we conclude with the design details of inter-service borrowing and PIB re-

design in support of the new QoS management capabilities of SAAM.
A. THE SAAM SERVER
1. Overview

The basic component of the SAAM prototype is the SAAM router. In its simplest
form, the SAAM router is a Java based application that uses a layered architecture to
emulate the full Internet Protocol stack and all the functionality associated with a SAAM
router. Java multithreading is highly used, which allows all different emulated router
components, to function in parallel and to establish data and control channels among
them. Although the router model is designed to work over current IPv4 networks, the
current version of the SAAM prototype supports only IPv6. The emulated physical layer
performs the bridge interface between the underlying IPv4 infrastructure and the IPv6

SAAM prototype.

The SAAM server is an extension of a SAAM router. The server application
resides in the outer layer of a SAAM router, i.e. the application layer of the protocol
stack. That router is then able to perform all the normal functions associated with a router

plus all tasks specific to the SAAM server. Figure 4.1 depicts this modularized approach.
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Layered Architecture of a SAAM Router
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Figure 4.1 Layered architecture of a SAAM router. The SAAM server is a SAAM
router with a resident agent application that performs server specific operations.

2. Main Functions of the SAAM Server

The server model was originally developed by NPS graduates Vrable and Yarger
[7]. Since then, several enhancements have been made, namely the introduction of the
basic QoS management capability by Queck [3], signaling channels by Akkoc [8],
backup server functionality by Kati [9], and dynamic PIB generation by Cheng and
Gibson [2]. The functions of the current SAAM server prototype may be divided into

three types as described in the sections that follow.

a. Active Network Control

When the server first initiates, it tries to establish communication with
other SAAM players (SAAM routers and eventual SAAM backup servers). This is done
during the initial configuration cycle, by sending special control messages through all
server interfaces. Routers in turn will receive this message and continue flooding the rest
of the network until edge routers are reached. This initial configuration cycle closes with
messages being exchanged among routers and back to the server. When the initial cycle
is complete, all participating routers will have registered the presence of a server in the

region and updated their routing table to create signaling channels for forwarding control
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traffic from and to the server [8]. Active network control involves also security related

tasks like authentication and integrity protection of control traffic [9].
b. Topology Management

After the initial startup phase and when all signaling channels have been
established, participating routers will then take the initiative of reporting their capacities
to the server by sending Link State Advertisement (LSA) messages. The first LSA sent
by a router typically describes the physical characteristics of each of its interfaces,
including the IPv6 address and associated link bandwidth. As the server processes LSA
messages from routers, it creates an image of the network by aggregating all pairs of
connected interfaces into point-to-point links and discovering all possible path
combinations from these links. During normal operation, the topology may dynamically

change as interfaces are added or removed through LSA messages.
c QoS Resource Management

Resource management is the main and most work-intensive function of a
SAAM server. It refers to those server actions directly related with maintaining the
performance status of all links in its region, the resource reservation and user admission

control.
B. THE PATH INFORMATION BASE

As the central repository of information about all paths connecting pairs of routers
in the SAAM region, the Path Information Base (PIB) is the core component of the
SAAM server and is one of the most important modules of the SAAM architecture. The
basic design details of PIB have been documented in [2]. The PIB exchanges information
with the network by means of four SAAM specific messages. Two of these messages, the
link status advertisement (LSA) and the flow request messages are inbound messages and
forwarded by the server agent to the PIB module. In response to each flow request
message of a client application, the PIB sends a flow response message to the client and
under some conditions, a routing update message to the relevant routers. Both messages
are generated within the PIB module and sent to the hosting server, which in turn
forwards them to the destination routers. Figure 4.2 shows the basic input/output of PIB

as described above.
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Path Information Base - PIB
Basic Input - Output

Flow Request Msg Flow Response Msg

Link Status Advertisment Msg Routing Updates Msg

Configuration Information Status and performance

e  Link Share Model e  Network load

e Inter-service borrowing e Rejection data

e Routing algorithm e QoS performance data
e Network load factor

Figure 4.2 The basic input/output channels in the Path Information Base

In addition to the message exchanges during normal network operations, the PIB
may accept configuration information during initial startup and, report network status and
performance data to an external module. That external module could be part of a network
management tool that is capable of sending set or query commands to the PIB, either
remotely through especial SAAM messages or locally by conventional console access.
An example of such commands would be to turn inter-service borrowing on or off. The

development of such functionality is not part of this study and is left for future work.

Figure 4.3 shows the different functional blocks within PIB and the interactions
among them. Those functional modules may are organized about two different functional

goals: topology management and resource management.
1. Topology Management

Topology management refers to the ability of PIB to discover the topology of the
SAAM region and maintain status information about all links. As shown in the top block
of figure 4.3, it is achieved by processing LSA messages that the PIB receives from
supported routers. Each LSA contains smaller chucks of information called Interface
State Advertisement (ISA), each one associated with one of the interfaces of the reporting
router. A single ISA may be of typeADD, REMOVE or UPDATE, in order for the PIB to

respectively add a new interface, remove an existing interface or update the interface
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status. The interface status data maintained by PIB are those that are relevant for
providing QoS guarantees as defined in SAAM, i.e. the physical link bandwidth, and the
link bandwidth utilization, average queuing delay and packet loss rate per service level as

observed and advertised by the hosting router.

Path Information Base - PIB
Functional Block Diagram

Topology Management

Configuration Info

Flow Request

D D ..
Admission AA

Figure 4.3 The main functional blocks of PIB.

As the PIB adds or removes interfaces, it dynamically regenerates the topology
associated with its SAAM region and rearranges the collection of possible paths

interconnecting supported routers.
2. QoS Management

When an interface is first advertised, the PIB records its hosting router id, the
physical bandwidth, its IPv6 based identification and the information about the neighbor
interface, as derived from both the neighbor router id and the number of bits of the subnet
mask. The total interface bandwidth is then partitioned into smaller portions and assigned

to individual service levels in accordance with the SAAM service model. The current

33



SAAM prototype supports five different service levels - IntServ, DiffServ, Best Effort,
Out of Profile and SAAM control channel.

a. Interface Information in PIB

As already stated, each interface in PIB maintains information about
observed QoS per service level (e.g. observed utilization, delay and loss rate), which are
periodically refreshed by LSAs containing ISAs of type UPDATE. Based upon the QoS
data and the allocated bandwidth per service level, the PIB also computes and stores the
available bandwidth per service level. Since the available bandwidth depends on the
utilization level as reported by routers, it should be recalculated every time the utilization

level changes for each of the service level.
b. Path Information in PIB

As new interfaces are added to PIB, new paths are also created. Each path
element in the PIB contains a unique 16-bit integer based path id, the sequence of
outbound interfaces the path traverses, and the path’s QoS properties in terms of
maximum available bandwidth, the bound on end-to-end packet delay and packet loss
rate. Each path QoS property can be expressed as a function of the same QoS property of
each interface traversed by the path. While the packet delay bound and the loss rate of the
path are the summation of the delay bounds and loss rates of the interfaces respectively,
the path available bandwidth is the minimum available bandwidth among all interfaces,

1.e. the available bandwidth of the bottleneck interface.

c. Processing a Flow Request

When processing a new flow request, the first step, which is common to
all requests, is to ensure that source and destination nodes are physically connected, i.e.,
there is a path in PIB connecting the two nodes. If the destination is unreachable from the
source, then the client application will be notified via a flow response message.
Otherwise, depending upon the type of request, the admission sequence follows a

different procedure as described below.

The simplest admission sequence applies for best effort flow requests. In

this case, among all paths available from the source to destination, the admission control
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module selects one of them in accordance with the predefined path selection scheme. For
best effort, no resources need to be reserved, however, if the path has not yet been set up,
the resource reservation module ensures the routing tables at each router the path

traverses are updated before the affirmative flow response is sent back to the requestor.

The admission sequence for IntServ and DiffServ are similar with the
exception that DiffServ requires the additional identification of the network customer
running the client application and the confirmation of his Service Level Agreement with
the network [3]. The specifics of the agreement and thus the design of this admission step
depend upon the service model supported. For both IntServ and DiffServ the next step
will then be the selection of a path that meets the QoS requirements of the new flow. At
this stage, the admission control unit of PIB simply compares the QoS requirements of
this new flow with the QoS properties of all feasible paths to determine the most suitable
path. The searching strategy is dictated by the selected routing scheme (i.e., the specific
criteria for determining the most suitable path) and by the eventual need to perform inter-
service borrowing. Once the path is selected, the resource reservation module of PIB then
ensures that the PIB state is updated appropriately to reflect the fact a set of interfaces
have just set aside a portion of their resources to support the new flow. This update
process directly involves changes to the QoS properties of the path to which the flow is
admitted and potentially, of other paths that traverse common outbound interfaces.
Furthermore, when a flow is admitted through inter-service borrowing, the update
process must be duplicated across the two service levels involved. Finally, a flow
response message is sent to the client application. The response is either a flow approval
containing the designated flow label that the client application must use to mark its
packets, or a flow rejection indicating that no path can meet the QoS requirements of the

flow request.
d. Path Selection and QoS Routing

Path selection refers to choosing the best path among all feasible paths that
are able to support the QoS parameters as specified in the flow request. There are
different approaches to QoS routing [3]: Widest-Shortest Path (WSP), Shortest-Widest
Path (SWP) and Shortest-Distance Path (SDP). SWP emphasizes on preserving network
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resources by selecting a shortest path while WSP provides for load balancing by first
selecting widest paths. Due to time constraints, the analysis of the most appropriate
schema is left for future research. For the purpose of this thesis, the selected approach is a
simplified version of the SWP to what we call First Shortest Path (FSP). The current PIB
stores paths with the same source and destination nodes in one array sorted in the
increasing order of their hop counts. FSP yields the best possible searching time by
retrieving the first path in the array that meets the QoS requirements of the flow request.
When inter-service borrowing is enabled and regardless of the route selection schema,
inter-service borrowing should only be considered after all paths in the array have been

evaluated first without considering inter-service borrowing.
C. INTER-SERVICE BORROWING DESIGN

The underlying theory for inter-service borrowing was already discussed in the
previous chapter. Inter-service borrowing only has to do with resource management thus
all changes made to the SAAM prototype to enable inter-service borrowing were
confined to the PIB module. The following sections describe the design specifics of inter-

service borrowing.
1. Inter-service Borrowing at the Interface Level

It was previously stated that PIB maintains two types of QoS data per service
level: observed QoS as reported by routers, and available bandwidth as calculated within
the PIB. Figure 4.4 below illustrates the typical bandwidth partitioning within one of the

service levels participating in inter-service borrowing (DiffServ in this example).
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Inter-Service Borrowing
Bandwidth partitioning with inter-service borrowing
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Figure 4.4 Bandwidth partitioning within a single service level that participates in
inter-service borrowing (DiffServ in this example).

The whole bar represents the bandwidth base allocation initially assigned to
DiffServ. The current DiffServ utilization is shown in red on the left, indicating that the
service is under-utilizing its allocated bandwidth, thus suggesting that some capacity
could be made available for inter-service borrowing. On the right side of the bar, it is
observed that IntServ is already borrowing some capacity from DiffServ (dark green).
The capacity made available for IntServ is calculated within PIB as a function of the
DiffServ current utilization and the borrowing threshold, i.e., the maximum capacity that
might be made available for borrowing. During the admission control sequence, only
some of these quantities are of interest. For instance, for admitting a DiffServ flow
through this interface, it suffices to know the bandwidth availability of DiffServ. When
performing the admission control for IntServ, it only matters to know the borrowing
capacity of DiffServ and the amount previously borrowed. With these assumptions and
considering the other two QoS metrics of interest (packet delay and loss rate), the
following are the minimum set of data associated with a single service level of each

interface within PIB:
e Current bandwidth utilization (reported by routers with LSAs)

e Packet queueing delay (reported by routers with LSAs)
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Packet loss rate (reported by routers with LSAs)

Available bandwidth (calculated in PIB)

e Borrowing capacity (calculated in PIB)
2. Inter-service Borrowing at the Path Level

The path object within PIB contains only those elements of information that are
relevant to the admission control function. For the path selection process, it suffices to
know the available bandwidth, with and without inter-service borrowing, the packet delay
from origin to destination and the packet loss rate for each of the supported service levels.
This information is computed from available data stored at each of the interfaces
traversed by the path. Figure 4.5 illustrates how the information about three interfaces is

used to produce the available bandwid