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Abstract—This paper presents new algorithms for dynamic ingress—egress nodes should be exploited to reduce the number
routing of bandwidth guaranteed tunnels, where tunnel routing  of request rejections due to insufficient network capacity. Even
requests arrive one by one and there is na priori knowledge \yhen gl nodes are ingress—egress nodes, it is likely that some
regarding future requests. This problem is motivated by service . .
provider needs for fast deployment of bandwidth guaranteed subset of ingress—egress nodes_ are mor_e important, and so
services. Offline routing algorithms cannot be used since they tunnel requests between them will be required to have a lower
require a priori knowledge of all tunnel requests that are to be probability of being rejected. The algorithm should be able to
routed. Instead, on-line algorithms that handle requests arriving  protect such important ingress—egress pairs.
one by one and that satisfy as many potential future demands as We develop new algorithms for routing bandwidth guaran-
possible are needed. The newly developed algorithms are on-Iinet dt Is in thi i0. Th bl . tivated by th
algorithms and are based on the idea that a newly routed tunnel eed tunnels 'n IS sqenarlo. _e problem 15 mo '\_/a €d Dy the
must follow a route that does not “interfere too much” with a Needs of service providers to quickly setup bandwidth guaran-
route that may be critical to satisfy a future demand. We show teed paths in their backbone or transport networks. An impor-
that this problem is NP-hard. We then develop path selection tant context in which these problems arise is that of dynamic
heuristics which are based on the idea of deferred loading of 56| switched path (LSP) setup in multiprotocol label switched

certain “critical” links. These critical links are identified by the MPLS) networks. F . d ft inol
algorithm as links that, if heavily loaded, would make it impossible ( ) networks. For conciseness and ease of terminology, we

to satisfy future demands between certain ingress—egress pairs.focus on this application in the rest of the paper, even though the
Like min-hop routing, the presented algorithm uses link-state developed algorithms can be used in other networking applica-

information and some auxiliary capacity information for path  tions requiring dynamic bandwidth provisioning.
selection. Unlike previous algorithms, the proposed algorithm

exploits any available knowledge of the network ingress—egress
points of potential future demands, even though the demands A. MPLS

themselves are unknown. If all nodes are ingress—egress nodes, . .
the algorithm can still be used, particularly to reduce the re- In MPLS [14], packets are encapsulated, at ingress points,

jection rate of requests between a specified subset of important With labels that are then used to forward the packets along label
ingress—egress pairs. The algorithm performs well in comparison switched paths (LSPs). Service providers can use bandwidth
to previously proposed algorithms on several metrics like the gyaranteed LSPs as components of an IP virtual private net-
numbgr of r_ejected demands and successful rerouting of demands work (VPN) service, the bandwidth guarantees being used to
upon link failure. satisfy customer service-level agreements (SLAS). These LSPs
Index Terms—Maximum flow, MPLS, optimization, quality of  can be thought of as virtual traffic trunks that carry flow aggre-
service routing, traffic engineering. gates generated by classifying the packets arriving at the edge
or ingress routers of an MPLS network into “forwarding equiv-
|. INTRODUCTION alence classes” (FECs) [14], [4]. The classification into FECs
. . .,is done using packet filters that examine header fields such as
WE CONSIDER the problem of setting up bandw'dt@ources addgr]eF;s, destination address, type-of-service bits, etc.

guaranteed tunnels in a network, where tunne setup ne filter rules determining the FECs can be established in a

quests arrive one by one and future demands are unl_<nown. Qﬁety of ways such as by downloading from a policy or route
only dynamic information available to the tunnel routing algo- rver, or by interacting with routing protocols. The purpose of

rithms are the link residual capacities which can be obtain ﬁ.:\ssifying packets into FECs is to enable the service provider

from routing protocol ex.tens[on.s such asin [10], [13], [1.5]' W?o traffic engineer the network and route each FEC in a specified
also assume that quasi-static information such as the 'ngreg?a_nner. This is done by mapping arriving packets belonging to

egress nodes in the network are known. This knowledge of {] € EEC to one of the LSPs associated with the FEC
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specific paths. This means that when an LSP is being setup, itddncorporate various policy, hop-count, and delay constraints
possible to specify all intermediate points between the ingresghin the bandwidth-routing framework. We briefly mention

and egress.
This explicit (or strict) routing feature of MPLS allows the po-

some possible approaches, but that is not the focus of this paper.

tential addressing of many shortcomings associated with current ||, REQUIREMENTS FORMPLS ROUTING ALGORITHMS

IGP routing schemes, which are hampered by the requirement of
forwarding packets based only on destination addresses (SUC[P a
shortest path routing with mostly static and traffic-characteris
independent link metrics). A prime problem is that some lin
on the shortest path between certain ingress—egress pairs ma¥)
get congested while links on possible alternate paths remain
free. Even in the best-effort model, this means that available
network resources are not being used well and there is potential
for providing better quality of service with the same network
infrastructure. In MPLS networks, link congestion caused by
shortest path IGP-like routing of LSPs can cause LSP setup re-

quests to be rejected even though these requests may have been

admissible using a different routing scheme. Therefore, routing
schemes that can make better use of network infrastructure are
needed. Efficient network usage is the key purpose of network
traffic engineering and it has been suggested that one of the most
significant initial applications of MPLS will be in traffic en-
gineering [3]. RSVP extensions to support explicit routing by
incorporating an EXPLICIT_ROUTE object into RSVP Path
messages has been proposed in [2]. The intent is to allow the
MPLS network to be able to control the path from ingress node
to egress node, and therefore optimize the utilization of network
resources and enhance performance.

C. Bandwidth Guaranteed LSPs

Another key aspect of MPLS is that the signaling mecha-
nisms for LSP setup will permit specification of quality-of-ser-
vice attributes for the LSP. This is already inherent to RSVP
(refer to [2] for a discussion of RSVP extensions relevant to
MPLS). In this paper, we mostly consider only the setting up and
routing of LSPs with bandwidth guarantees (which we merely
refer to as LSPs in the rest of the paper). This does not mearp)
that SLAs cannot incorporate other metrics such as delay and
losses. We concentrate on bandwidth routing because we think
that the most common traffic engineering usage of LSPs will be
to setup bandwidth guaranteed paths. If QoS constraints such
as delays and losses are to be incorporated in SLAs, the most
practical way of handling this, given the traffic descriptor and
SLA, is to convert such an SLA into an effective bandwidth re-
quirement for the LSPs (with the queueing delays and losses
primarily restricted to the network edges) which can then be
routed through the MPLS network as a constant-bit-rate stream
encountering only negligible or predictable queueing delays in 3)
the MPLS core network. Routing taking delay and loss metrics
directly into account is computationally difficult and requires in-
formation that are difficult to acquire (such as nodal load versus
delay characteristics). Note that if the SLA provides only band-
width guarantees, then there is no need for the initial conversion
of SLAs into effective bandwidths. Even though we discuss the
routing problem with only bandwidth constraints, it is possible

IThere is also an option for partial specification of routes. However, in this
paper we restrict attention to the case where the routes are fully specified.

e first try to identify the main requirements that a path se-
action algorithm for MPLS must satisfy in order to be useful in
k%ractice.

Necessity to use on-line algorithm&or traffic en-
gineering purposes, it is usually assumed that all
point-to-point demands are known. While this is a valid
assumption for network design, for MPLS applications
this implies that all LSPs that traverse the network are
known at the time of initial routing. This is unlikely to be
the case in practice. Furthermore, in this offline (all LSPs
are known) model, the objective usually is to make the
most efficient use of the network, i.e., to minimize the
resource usage for the LSPs that are being routed. Note
that with this objective, it may happen that there is no
available capacity between certain ingress—egress routers
after the routing has been done (even though a different
routing may have resulted in some available capacity
between those routers). In the offline model, this lack of
residual capacity between certain ingress—egress pairs
is not relevant since all LSPs that need to be routed are
known and no future routing requests are expected. If any
new LSPs are to be routed, this may require rerouting
of existing LSPs. It is unlikely that existing LSPs will

be rerouted except upon link failures (and perhaps for
relatively rare network reoptimization). In practice, since
the possibility of having to route future LSP demands
cannot be excluded, the routing algorithm must be an
on-line algorithm capable of routing requests in an
“optimal” manner when the requests are not all presented
at once and rerouting of existing LSPs is not allowed.

Use knowledge of ingress—egress points of LERen
though future demands may be completely unknown, the
routers where LSPs can potentially originate and termi-
nate are known since these are the network’s edge routers.
The algorithm must be able to use any available knowl-
edge regarding ingress—egress pairs and must not always
assume that every router can potentially be an ingress and
egress point (though this may be the case sometimes). To
our knowledge, the algorithm we present is the first algo-
rithm to take ingress—egress information explicitly into
account.

Good rerouting performance upon link failur@his is
clearly an important performance metric. When a link
fails, it must be possible to find alternate routes for
as many LSPs as possible. If, before failure, certain
ingress—egress pairs have no residual capacity available
between them, then rerouting LSPs between these pairs
after link failure is not possible. The algorithms that we
present try to maximize some surrogate measure of the
residual capacity between the ingress—egress pairs and
this makes them perform well upon link failure.
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Routing without traffic splitting Although splitting is

used for load balancing purposes (by routing demands
over multiple LSPs at the ingress point), it is not permis-
sible for the routing algorithm to always split traffic in

an arbitrary manner since the traffic being routed may
be inherently unsplittable. Hence, the algorithm must be
able to route a desired amount of bandwidth between

a given ingress—egress pair without being able to split
traffic onto multiple paths in an arbitrary way at every 9)
potential router in the path even though such splitting
could permit better network usage.

Computational requirement$Ve show later that the op-
timal routing in our formulation is NP-hard. Any heuristic
or approximation algorithm must be implementable on
routers and route servers and must execute within a rea-
sonable time-budget for networks with a few thousand
ingress—egress pa#s.

tion happened with less information than that available
later, when the set of LSPs that have already been setup
is known. Note that this optimization cannot use an
offline algorithm since it still has to account for future
arrivals. If occasional optimization is desired, the on-line
algorithm’s path selection objective must be such that a
consistent optimization is possible (this is explained later
in the paper).

Policy constraints The algorithm must be able to incor-
porate common policy constraints such as policy restric-
tions on the type of links or routers that are permissible
for routing a given LSP.

10) Other requirementsThe algorithm must be able to ac-

commodate requirements such as preemption and setup
priorities. A detailed specification of requirements is in
[3].

I1l. PROBLEM DEFINITION AND SYSTEM MODEL

Feasibility of distributed implementatiofEven though
the paper presents the route computation as being don&ve consider a network af routers. A subset of these routers

in a centralized route server (which we believe is a vis assumed to be ingress—egress routers between which LSPs
able option for intradomain MPLS routing), it is desircan be setup. However, it is not necessary that there be a po-
able that the algorithm be amenable to distributed impléential LSP between every ingress and every egress. Instead,
mentation where each LSPs explicit route is computedfabm a certain ingress, LSPs may be allowable only to certain
the local ingress router without communication with a deegresses. This may be because of policy or service constraints
main or area wide route server. Hence, it is desirable f¢guch as certain VPN traffic may only originate and exit at cer-
the algorithm to restrict its use of dynamic information taeain ingress—egress pairs). We assume that any such information
information derivable from current routing protocols ois known, changes not very frequently, and is made available to
their extensions. The algorithm we propose uses topolothe route server (we describe for simplicity only a centralized
information and residual capacities on links. This is theute computation in the paper) by a provisioning or adminis-
same information that even min-hop routing with bandrative mechanism.

width guarantees will require. Within an OSPF area, the Each request for an LSP setup arrives at a route server which
topology information can be derived from the link stateletermines the explicit route for the LSP. The request either ar-
database and residual capacities can be obtained if extdves directly to the route server (if the LSPs are being setup
sions such as those suggested in [10], [13], [15] are imanually) or may first arrive at ingress routers which then query
plemented. We also use the possible set of ingress—egriéssroute server to generate the explicit route (details of proto-
pairs. This information is quasi-static and we take that pls that may be used for this interaction are left out for concise-
be provisioned information (note that the algorithm is apiess as also are details of mechanisms to initialize definitions
plicable even if this information is unavailable becausef FECs). The explicit route is then communicated back to the
then every router can be assumed to be a potential ingrégress router which then uses a signaling mechanism such as
and egress). RSVP or LSP to setup the path to the egress and to reserve band-
Information useful for aggregationWhile routing over width on each link on the path.

multiple areas or multiple domains, the algorithm should, For calculating the explicit route, the route server needs to
if possible, generate information that can be useful for alpow the current topology and available capacities. We assume
gregation of QoS metrics. Although this is not a necessitij)e topology is either known administratively or that a link state

it is a desirable feature and our algorithm takes this inf@uting protocol is operational and that its link-state database is
account. accessible. The algorithm keeps track of available capacities and

Reoptimization The on-line routing objective mustWwe assume that the initial link capacities are known (this is for
permit optimization of existing LSPs’ routes by using th&lescriptive purposes only; if routing protocol extensions allow
same objective. Although frequent rerouting (as woulthe determination of residual bandwidths, then that information
happen with offline algorithms) is not permissible, itan be used). Failure of LSPs due to link failures is detected
may be acceptable to occasionally reroute existing LSFrem signaling protocol (CR-LDP or RSVP) information by the
to optimize routing so as to carry more traffic. Thissdge routers. They can request a rerouting of the LSPs after
optimization is possible because the on-line route seldbe link-state database has been updated by routing protocols
or by other means. (An alternative, not studied in the paper,

2The number of edge routers may be large but edge routers are usually gentg setup a disjoint path backup LSP so that failures can be
nected to the same core router. This router can be taken as the ingress—egress

point for the core MPLS network, and we do not expect more than a few th
sand ingress—egress pairs in a core backbone network.

ccommodated by changing the FEC to LSP mapping at the
ingress routers.)
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We consider the request for an LS8 be defined by a triplet

(0i, t;, b;). The first field o; specifies the ingress router, the @

second fieldt; specifies the egress router, and the third field 5, D,
b; specifies the amount of bandwidth required for LERVe @ 5 @
assume that the QoS requirements have been translated into an 3 5
effective bandwidth requirement. We assume that requests for 2 2
LSPs come in one at a time and there is no knowledge of the —~ ~ ~
characteristics of future demands. The objective is to determine ! 2) 3) ) @
a path (if one exists) along which each demand for an LSP is S, D,

routed so as to make “optimal” use of network infrastructure.

Fig. 1. lllustrative example.
IV. CURRENT STATE OF THE ART
) ) ) ) with link load, the idea is not to use up link capacity completely
We define the residual bandwidth along a link to be the dif¢ 5iterate lower loaded paths are available. This has the ten-
ference between the bandwidth of the link and the sum of thg ¢y 1o make capacity available for future demands. Neverthe-
LSP demands that are routed on that link. First note that a nfy¥s “this algorithm is also oblivious to information regarding
LSP can be routed along a given link only if the residual banggress_egress pairs, and therefore can pick long paths to defer

width on that link exceeds the bandwidth requested by the NEY¥%ding on links which may not be important to satisfy future
LSP. These links will be referred to as feasible links (with rejamands.

spect to the given LSP demand). The network consisting of all|, [12], a mathematical programming formulation is pre-

the routers and just the feasible links will be referred to as tQghteq for on-line routing taking ingress—egress pairs into
feasible network. Therefore, when performing the routing, Wensjgeration. The case of both split and unsplit routing of
can restrict our attention to paths in the feasible network. Note ,qwidth requests was presented. In this paper, instead of
that if the ingress and the egress routers are disconnectegdﬂling a linear or integer program, the approach is to route

the fea_sible network, then there_ is no path that ha_s the desi g a shortest path computation on an appropriately weighted
bandwidth and the LSP request is rejected. The objective of a@éph. This is described in the next two sections.

routing scheme is to reject as few demands as possible.

The. most commonly used algorithm'for routing LSPS IS \; key IDEAS FORMINIMAL |NTERFERENCEROUTING
the mm-hop algorithm [2]. In. this algorithm, the path from ALGORITHM
the ingress to the egress with the least number of feasible
links is chosen. This algorithm, although simple, uses then this section, we give an informal description of the key
same information that the proposed new algorithms use. igleas used in our routing algorithm. The next section has a more
performance in terms of efficient network usage can be easig§fmal mathematical description and also a proof of NP-hard-
improved upon with a little more computation. With the rapid€ss of this formulation of the MPLS routing problem. The
rise in processor speeds and with traffic trunks not expected¥§-hardness justifies use of a heuristic algorithm in the absence
be setup and torn down at high rates, it is justifiable to tradedif @ known approximation algorithm.
increased computation for more efficient network usage. The
min-hop algorithm does not take information on ingress—egress
pairs into account nor does it adapt routing to increase chanceés seen in the previous section, existing schemes take into
of successful rerouting upon link failure. account the topology of the network and the residual capacities

A min-hop like algorithm which attempts to load balance then the links, but do not take into account the location of the
network traffic is proposed in [11]. This widest-shortest pattigress/egress routers. These routers serve as sources and des-
algorithm (WSP) finds a feasible min-hop path between ingreéigations of future traffic. If routing is done oblivious to the lo-
and egress such that the chosen min-hop path has the maxin®@tion of these sources and destinations of traffic, then we may
residual path bottleneck link capacity. This algorithm too doéiiterfere” with the routing of some future demands. We illus-
not take ingress—egress information into account. With evelfate this with a simple example. Consider the network shown
node being assumed to be a potential ingress and egress p#inEig. 1. There are three potential source destination pairs,

a widest path algorithm without a min-hop restriction does néf1, D1), (S2, D2), (S3, D3). Assume that all links have a
work well since long paths which increase network usage gésidual bandwidth of 1 unit. We now have a request for an LSP
chosen. Hence, a widest-shortest path hop heuristic perforbgweertz andD3 with a bandwith request of 1 unit. If min-hop
better. However, if the ingress—egress pairs are known, therr@gting is used, the route will be 1-7-8-5. Note that this route
we shall see later, an algorithm which picks paths longer th&focks the paths betweesy and D, as well asS; and D;. In
min-hop works well provided it avoids unnecessarily loadintis example, itis better to pick route 1-2-3-4-5 even though the
certain “critical” links. path is longer.

More sophisticated algorithms in addition use the residual
bandwidth on the link to influence the weight of the link and-
the shortest path is chosen with respect to these dynamicallyrhe key idea is to pick paths that do not interfere too much
changing weights [16]. Since the weights are chosen to increagith potential future LSP setup requests (demands) between

lllustrative Example

Interference
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other source destination pairs. We first have to make this VI. M ATHEMATICAL FORMULATION

concept of interference more concrete. Consider the maximumB . . .
. : efore we describe the problem formulation, we define some
flow (maxflow) value [1]v; between a given ingress—egress

pair (Sy, Ds). This maxflow value is an upper bound on th ofthenotationused.L€ét(N, L, B)describethe givennetwork,

. ereqN is the set of routers (nodes) ahdhe set of links (arcs)
_total amount of ba_ndW|dth that can be routed between th d B is the bandwidth of the links. Let denote the number
ingress—egress paitS;, D;). Note that maxflow valuev;

q h bandwidth d B afnits | q of nodes andn the number of links in the network. We assume
ecreases whenever a banawidth dema IS Is routed . all bandwidths and demands for bandwidths are integral.

betweenSy andD; . Note that the value af; can also decrease ygqme that there are a set of distinguished node (router) pairs

when an LSP is routed between some other INQress—€argShese can be thought of as the set of potential ingress— egress

pair. We define th(_a amount of interference on a particular oy pairs. We denote a generic element of this setsby).
ingress—egress pair, sa1, D1), due to routing an LSP | o1, denote the cardinality of the sBt All LSP setup requests
between some other ingress—egress pair as the decrease indB§ands) are assumed to occur between these paird/Let

value ofv, . represent the node-arc incidence matrix. Each row in this matrix
correspondstoanodeinthe graph, and each column of the matrix
C. Minimum Interference Paths corresponds to an arc. Each column has exactly two nonzero en-

With interference defined as above, we can think of téles.Thecolumncorrespondlngtoafx; w) hasat-linthe row

minimum interference path for an LSP between, &8y, D;), vanda—1inroww, and a zero correspondmg_ to a_II other rows.
g . - - S8y Assume that the arcs are numbered sequentially in any arbitrary
as that explicit route which maximizes the minimum maxflow sd : .
between all other ingress—egress pairs. Intuitively, this Corr]der. Let* be ann-vectorcorr_espondlngtoapmr, d)€P.
) ' iet 0.4 represent a scalar that is the maximum flow that can be

be t_ho'ughttrc])f as a choice of path 'lt)et\t/)vet@ﬂ, Dy) that thsent between nodesandd in the residual network. Le® be an
maximizes the minimum open capacity between every ol o ior of residual capacities. Entyyin vector corresponds
ingress—egress pair. Although this formulation has intuiti

) o e MB the residual capacity of agc The value ofR is initialized to
appeal, it has the drawback that it is the minimum maxflo%. Lete™ represent an vector witha + 1 in positiond and—1
that impacts the routing irrespective of values of the oth positions. We assume that demands arrive one at a time. The
maxflows. Hence, another objective might be to pick a pafly,ent demand is assumed to be between routensiv, where
that maximizes a Welghte_d sum of the r_naxflows betvyeen every b) € P.The demand is assumed to be f(integral) units
other ingress—egress pair. We formalize these notions in th&,anqwidth. Note that at this point other demands may already

next section. These formulations not only make capacity availaye heen routed, and the residual capacities of the arcs have been
able for the uncertain but possible arrival of future demanq]c,pdated to reflect these routed demands.

but also make capacity available for rerouting of LSPs in casepgsyme that the maximum flow (maxflow) problem is now
of link failures (this is illustrated by experimental results io|ved between an ingress—egress pair) using the current

Section VIII). residual capacity of an arc as the arc capacity. This maximum
flow value represents an upper bound on the total amount of
D. Critical Links bandwidth that can be routed fronto d, and this bound is tight

. - . in the case of unit demands. We define the interference between
To progress frqm the nqtlon of minimum mte_rference pathzic'given path betweenandb, and the ingress—egress pair d)
to da \r/]'alile trou:[uhnglalg.(t);lthm that usaeih famllt[ar mfai('f!to.wag the reduction in maxflow value between that ingress—egress
?nk S _?_Les pa ??(O” .:Esithwe nee ¢ ethn? 'OE ot crl 'CS ir due to the routing of bandwidth on that path. Since we do
INKS. €se are finks wit € property that Whenever afly; assume any knowledge of future demands, one possibility is
LSP is routed over those links, the maxflow values of one HRat the demand ab units betweer andb be routed to maxi-
MOTE INQress—egress pairs dgf:reas_es. The.next section gE3 the smallest maxflow value for the ingress—egress pairs in
an algorithm to determine critical links within a reasonablg, . setP excluding the paifa, b), i.e.,P\(a, b). This problem
amount of computation (i.e., remains within a small target inj§ A x _MIN-MAX can be formulated as an integer programming
budget for networks with hundreds of routers and thousandsp%mem as stated below. We do not want to solve the integer

ingress—egress pairs). program to calculate explicit routes. Later, we will present al-
gorithms which avoid solving the integer program and yet work

E. Path Selection by Shortest Path Computation very well in practice.

Once the critical links are identified, we would like to avoid max

routing LSPs on critical links to the extent possible. Also, we

would like to utilize the well-used Dijkstra or Bellman—Ford al-

gorithms to compute the actual explicit route. We do this by gen- Mz =0,4¢*" VY (s, d) € P\(a, b) (1)

erating a weighted graph where the critical links have weights M z% =D e (2)

that are an increasing function of their “criticality” (see the next 2+ 1% <R V(s, d) € P\(a, b) 3)

section for the actual link weight functions). The increasing
weight function is picked to defer loading of critical links when- 85 < @safa v (s, d) € P\(a, ) )
ever possible. The actual explicit route is calculated using a >°20  V(s,d)eP )
shortest path computation as in other routing schemes. z® € {0, D}™. (6)
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Equation (1) is the maximum flow problem for each of the  Proof: Consider an optimal solutiors; to the max—min
ingress—egress pairs # except the current paffa, b). Note problem. Note thati®® is integral. Setz®® = % in
thaté,, represents the maximum flow value for the paird). WSUM-MAX. The problem then decomposes ingo— 1
Equation (2) states thd? units of flow have to be sent betweenindependent maxflow problems. The capacity of the links in
nodesz andb. Equation (3) ties up the variables for these proleach of these maxflow problems is the integral vedior £2°.
lems. It ensures that the maximum flow problems only utiliz€he constraint matrix for the maxflow problem is totally
the arc capacities that are left over after routing the current dgrimodular. Therefore, there exists an optimal solution for

mands. The nonnegativity restrictions are specified in (5), afte maxflow problem that is integral if all the capacities are
(6) ensures that the demand is routed along a single path. integral. O

The main drawback with the max—min formulation is that the \We can now use this result to prove the following.
only value that determines the objective function is the value Theorem 2: The problem WSUM-MAX is NP-hard.
of the smallest maxflow. Other flows do not affect the optimal  Proof: (Outline) Consider the case where there are just
solution value. For example, if there are 4 ingress—egress paifig disjoint ingress—egress paifs, d;) and (s, d). Con-
then the maxflow vector solutions (10, 5, 15, 20) and (15, 5, 2§ider the problem of routing one unit of flow (without splitting)
30) are treated as the same. In practice, the second solution Wi s, to d;, and the question is whether this can be done so
be preferred to the first. There are two ways to get around thiat the maxflow betwees, andd, is greater than some value
problem. One way is to solve an alternate formulation to mag-: Since both the flows are integral, one can use the same tech-
imize the weighted sum of the maxflows. In this formulatiommiques used by Even, Itai, and Shamir [6] to show that the di-
WSUM-MAX, the objective function of MAX-MIN-MAX, is  rected two commodity integral flow problem is NP-hard. The

replaced with transformation is from 3SAT. O
Theorem 3: Problems MAX-MIN-MAX and LEX-MAX are
max Y b NP-hard.

(s, HCP(a,b) Proof: Since even the two ingress—egress pair problem

wherea,4 is the weight for the ingress—egress p@aird), and i NP-hard, this implies that MAX-MIN-MAX is NP-hard.
constraints (4) are dropped from the problem. The weights foince solving LEX-MAX is at least as difficult as solving

each ingress—egress pair are chosen to reflect the “important#X-MIN-MAX; this problem is also NP-hard. U
of the ingress—egress pair to the service provider (as, for in-
stance, the relative revenue potential of traffic carried between VIl. SOLUTION APPROACH

each ingress—egress pair). Next we state a couple of definition
that are needed in order to develop the second formulation.
Definition 1: Given two vectors: andb, vectora is defined
to be lexicographically not less thanf the first nonzero com-
ponent ine — b is nonnegative. We will denote thats lexico-
graphically not less thahby a > b. )
Definition 2: Given an n-vector a, an nondecreasing A. Solving WSUM-MAX
ordering of ¢, denoted byl(a), is a renumbering of the In light of the fact that WSUM-MAX is NP-hard, one option
components of; such thata; < as < --- < a,. is to solve the linear programming relaxation of this problem. If
The second way to get around the problem with MAX-MINthe linear program results in not splitting the demandéafnits
MAX is to define the problem LEX-MAX. In this problem, the betweer: andb, then the solution is optimal to WSUM-MAX.
objective is to find a route such that the smallest maxflow valugit splits the flow, good heuristics have to be found to compute a
is as high as possible. Among all the solutions with the sarsigle path. The main drawback of this approach is the fact that it
smallest maxflow value, the secondary objective is to find the not possible to incorporate any path constraints. For example,
solution such that the second lowest maxflow is as high as pdifsthere is a restriction on the number of hops that the demand
sible, and so on. More formally, 6% be the set of feasiblg — can take, then it is not possible to incorporate it into the linear
1)-vector of maxflow values between the- 1 ingress—egress programming formulation. Further, if the demand is split along
pairs (all pairs except the current one) after the current demandiany different paths, then we need a good rounding approach
routed. The objective of LEX-MAX istofindth@ € Fsuchthat to generate a good feasible solution to the problem where the
I(é) = I(f)forall & € F.ltis possible to define an integerdemand is not split. Hence we do not use this approach. Also,
programming problem (which is much more complicated thdecause of the splitting, the linear programming formulation is
MAX-MIN-MAX) to solve LEX-MAX. Since we do not solve not a good benchmark for evaluating the efficacy of our routing
this problem exactly, we will not state this integer programminigeuristic. An integer programming formulation avoids the split-
problem here. Note that solving LEX-MAX is at least as difficulting problem but is feasible only for small problems.
as solving MAX-MIN-MAX. We now show that all the problems  The approach that we take is to determine appropriate weights
defined above are NP-hard. First we show that WSUM-MAX ior the links in the network and route the demand along the
NP-hard. Inorderto prove this, we first show the following resuliveighted shortest path. Additional path constraints can be in-
Lemma 1: In both these formulations given above, there excorporated when the shortest path problem is being solved. The
ists an optimal integrat*® V (s, d) € P if all the capacities are problem now is to determine appropriate link weights so that the
integral. current flow does not interfere too much with potential future

?n this section we outline a solution approach for solving
WSUM-MAX and LEX-MAX. We first outline the approach for
WSUM-MAX, and later in this section we show how to modify
this approach to solve LEX-MAX approximately.
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demands. The link weights are estimated by the following proritical links for the ingress—egress pairs are arcs belonging to
cedure. First we relax constraint (2), i.e., we remove the requitbe union of all these mincuts. We show that the set of critical
ment thatD units of flow have to be routed between nodesd links for a given ingress—egress pair can be determined by one
b. Equivalently, this can be viewed as setting the valu®db execution of the maxflow algorithm between thatingress—egress
zero. This results in the decoupling of WSUM-MAX inte- 1 pair. We use a flow residual graph [1] in determining critical
independent maxflow problems, one for each ingress—egréeks.

pairinP\(a, b). These problems are now solved andllgtrep- Theorem 4:Let G = (V, E, ¢) be the given directed graph.
resent the maxflow value for ingress—egress pairl). The op- Let s represent the source node ahthe destination node. As-
timal solution to WSUM-MAX whenD = 0 is given byocsdésd. sume that a maximum flow betweemndd has been computed.
Now if some demand betweenandb is routed on a link, the Let S be the set of nodes reachable frerim the flow residual
residual capacity of the link decreases. This may result in a dgaph. Letl” represent the nodes that can reach the gimkhe
crease in the current optimal solution value of WSUM-MAXflow residual graph. An ar¢:, 7) € Cyq if

The weight of a link is now estimated to be the rate of change in « arc (4, 5) is filled to capacity,

the optimal solution of WSUM-MAX with respect to changing  « ; ¢ Sandi ¢ T,

the residual capacity of the link. L@ésd/aR(l)) representthe . there is no path betweerandj in the flow residual graph.
change in maxflow value between ingress—egress(pait) if Proof: (Outline) Let] represent the set of nodes reachable
the residual capacity of linkis changed incrementally. Thereom 4 in the residual graph. le¥’ = S U I. Note that from

fore , the partial derivative represents the reduction ir(thel) e assumptions made battandt are not inS’. Therefore, arc
maxflow value when an incremental amount of the current d@- ;) belongs in the minimum cyts’, v\ ). 0

mand is routed on link. The weightw(l) of a link [ is set to The procedure for determining all the arcs @i, takes

. O(m?) time in addition to the maxflow computation. In prac-
w(l) = Z Qod 98sq ) ) tice, the running time for.determinin@w will be dominated
(0, PN (a,8) IR(1) by the maxflow computation.
» The value ofe,, can be chosen to reflect the importance
The weight of a link represents the change in the objective func-  of the ingress—egress péir, d).
tion value of WSUM-MAX if an incremental amount of the cur-  « |f the value ofa,q = 1 for all (s, d) thenw(l) represents
rent demand is routed on that link. Note that the weight of the  the number of ingress—egress pairs for which lirkcrit-
link w(l) is a heuristic since itignores the dependencies between ical.
the different links, and also the fact thatunits of flow have to » The weights can be made inversely proportional to the
be routed fronu to b. By linear programming duality, associ- maxflow values, i.e.q,q = 1/é5d where 6, is the
ated with each maximum flow is a minimum cut. The maximum  maximum flow value for the ingress—egress pair d).
flow value of a particular ingress—egress pair decreases when- This weighting implies that the critical arcs for the
ever the capacity of any of the arcs in any mincut for that pairis  ingress—egress pairs with lower maximum flow values

decreased infinitesimally. In fact, the maximum flow value will will be weighted heavier than the ones for which the

not decrease if the capacity of any other link (not in a mincut)  maxflow value is higher.

is decreased infinitesimally. « If the network also carries best effort traffic and if the
Definition 3: An arc is defined as critical for a given delays are proportional to the flow on the links, then the

ingress—egress pair, if that arc belongs in any mincut for that residual capacity of the link can be used to influence the
ingress—egress pair. The mincut is computed with the current weight of the link. For example, the weight of lidkan be
residual capacities on the links. set tow’ (1), wherew'(l) = w(l)/R(l) andw(l) is defined
Let C,, represent the set of critical links for the above and®(!) is the residual capacity of link
ingress—egress pdis, d). From the maxflow-mincut, theorem  once the weights of the links are determined, the idea is to
route the traffic along the shortest weighted path frotmb. Be-

954 _ { 1 ifleCy fore this is done, all links having a residual capacity of less than
OR(l) 0 otherwise D units are eliminated. When computing the shortest weighted
path, the weight of link is set tow(!). In order to ensure that
therefore, among arcs with zero weights, i.e., arcs that are not critical to
any ingress—egress pair, we choose the one where the number of
w(l) = Z ad- hops is minimal, we set the weight of these arcs to some small

(s,d): 1€Ca positive number. A high level view of the minimum interference

Therefore, the problem of computing the weights of the ar(r:gutlng algorithm (MIRA) is described in the figure.

is now reduced to determining the set of critical arcs for all

ingress—egress pairs. The maximum flow between two noddsmimum Interference Routing Algorithm

in a network can be computed in tini&n?/m) by the Gold- (MIRA)

berg Tarjan highest label preflow push algorithm [8] or in timé&\NPUT:

O(nm~+n?log U) using an excess scaling algorithm. There ma& graph G(N, L) and a set B of residual
be several alternate mincuts for a given ingress—egress pair. Theapacities on all the arcs. An ingress
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node « and an egress node b between use Bellman—Ford instead of using Dijkstra’s algorithm
which a flow of D units have to routed. in order to incorporate hop count constraints. Other con-
OUTPUT straints such as delay constraints make the problem a con-
A route between « and b having a capacity strained shortest path problem which is NP-hard. How-
of D units. ever, one can use a pseudopolynomial time algorithm or
ALGORITHM some heuristic approach to solve this problem.
1. Compute the maxflow values Vs, d) €
P\(a, b). B. Solving LEX-MAX
2. Compute the critical link sets Csa As outlined in the previous section, LEX-MAX is NP-hard.
V(s. d) € P\(a. D). One can solve LEX-MAX as a sequence of MAX-MIN-MAX
3. Compute the weights problems with additional constraints. This approach will
w(l) =320, 4y 1ec,, ¥ed VI € L. be computationally intensive. Instead, we approximate the
4. Eliminate all links which have residual LEX-MAX problem as a special case of the WSUM-MAX
bandwidth less than D and form a re- problem (with a special set of weights) and use the minimum
duced network. interference routing algorithm to solve LEX-MAX. Recall that
5. Using Dijkstra’s algorithm compute the given F, the set of feasiblép — 1)-vector of maxflow values
shortest path in the reduced network between the — 1 other ingress—egress pairs after the current
with w(l) as the weight of link L. demand is routed, the objective of LEX-MAX is to find the
6. Route the demand of D units from  a to 6 € F such thatl(6) = I(6) for all § € F. Note that thel (6)
b along this shortest path and update represents a nondecreasing arrangement of componefits of
the residual capacities. The approximation that we make is to assume that the ordering

of the maxflow values, after the current demand is routed, will
be the same as the current ordering of the maxflow values.
This is usually accurate considering that demand to be routed
1) For routing each demang:-1 maxflow problems have to is small. However, this is clearly not always true. Intuitively,
be solved. The maximum flow values are computed usimgaking this approximation means that we want to protect the
an implementation of the Goldberg Tarjan highest levéhgress—egress pair with the smallest current maxflow value
pushing algorithm. We have observed that this algorithfitst, followed by the second smallest, and so on. This is done by
is extremely fast [1] and it is possible to solve thousandslving WSUM-MAX where the weight of the ingress—egress
of maxflow values on networks with a few hundred nodegair with the smallest maxflow value is the highest followed by
in the order of a few seconds. the second smallest maxflow value, and so on. Assume that the
2) If the links are undirected, then the number of maxflowngress—egress pairs are numbered such that
computations will bemin(p — 1, n) using the Go-

Remarks:

mory—Hu algorithm [9]. Some modifications are needed bsrd, < Ospay < <05 a,_,
in order to maintain all the arcs in the mincut, but this R
can be done efficiently. whered,, denotes the maxflow value for the ingress—egress pair

3) If the links are directed, it is unlikely that the numbefs, ). Now we determine the constants = «;.4, So that

of maximum flow computations can be reduced to les4SUM-MAX solves the approximate version of LEX-MAX.
thanp — 1. Frank and Frisch [7] give examples wherdVe want to choose weights for WSUM-MAX such that a dif-

the number of different maximum flow values§iXn2). ference of one unitin thith smallest maxflow should outweigh

However, if an approximation is made, where the criticdhe effect of the maximum difference in all of ti{e + 1)th,
links for a particular ingress—egress pair, $ayd), are (i +2)th, --- (p — 1)th smallest maxflows. Then we have
defined as the critical links fofs, d) if 6,4 < B4, and ]

the critical links for(d, s) otherwise. In other words, the i > B+ Pipz+ ot o) i=(p=2), .1
critical links for a given(s, d) pair are defined as the (8)
links in the minimum cut in the direction in which the

maxflow value is smaller. In this case, one can show that{1ere # is the largest change in maxflow value for any
suitable symmetric cut function can be defined and usirfggress—egress pair. Sinperepresents the change in maxflow
the method of Cheng and Hu [5] the critical links can b¥@lué after routing a demand &f units,
determined withnin(n, p — 1) maxflow computations.

4) This algorithm can be easily adapted if the routers are bot-

tlenecks, in addition to the links being bottlenecks. This ishg jnequality comes from the fact that on routing a demand of
done by splitting the nodes in the network into two ”Ode\ﬁalueD, the value of any cut can be reduced by at nidgimes

and introducing an arc between these two nodes. The Ngg gize of the cut, which is bounded hyD. From (8) and (9)
capacity is now represented as an equivalent arc capagjy get

on this newly introduced arc.
5) Itis easy to incorporate hop-count constraints, since the , [ 1 ‘ t=(p—1)
final routing is done via a shortest path algorithm. We can pi mD(1 + mD)P—Z—2 i=(p—2),---, 1

pw<mxD. (9)

(10)
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We can now use MIRA to solve the approximate version of
LEX-MAX.

C. A-Critical Links

Recall that a link is critical for a particular ingress—egress pair
if routing one unit of flow (of the current demand) on that link
reduces the maxflow value for the ingress—egress pair. This is
the same as saying that the maxflow value for the ingress—egress
pair decreases when the capacity of the critical link is decreased
by one unit. This also implies that if the capacity of a noncrit-
ical link for an ingress—egress pair is decreased by one unit,
then the maxflow value for that ingress—egress pair does not
decrease. However, if the capacity of a noncritical link for a
given ingress—egress pair is decreased by more than one unit,
the maxflow value for that ingress—egress pair may decreaﬁg: 5
This brings us to a generalization of the notion of a critical link,
a A-critical link.
Definition 4: A A-critical link for an ingress—egress pair is be the residual capacity of any link
a link such that if the capacity of the link is decreasedythe 1 € L in Gy(N, L).
maxflow value for the ingress—egress pair decreases. 3. For each link I = (i,j) € L, include [ in
Note that the critical links as defined in Definition 3 are 1-crit- Csq(A) if and only if both of the fol-
ical links, because if the capacity of a link is decreased by onelowing two conditions hold:
unit, then the maxflow decreases by one unit. In the definition of @ Ri(l) < A
A critical links, we just insist that the maxflow value decreases ® There is no path between ¢ and j in
(not necessarily byA units). The notion of a link being crit- Gs(N, L) with capacity greater than or
ical captures the notion that there may be links that are close teequal to A — Rg(1)
being critical that we may want to identify. This is especially

important if the computation of critical links is done periodi- Note that if the idual ity of alinki tless th
cally, i.e., once every; demands. In this case, it is importan ote thatit tne flow residual capacily ot a link is not less than

t . . - .
to “protect” links that are currently not critical but are close t@ orifthere s a path of capacitk — 12 (.l) from node: to.rllode
: in the flow-residual graph, then the link cannotAecritical.

lllustrative example (network 1).

being critical because they may become critical before the co wever, this is only a necessary condition. Using the proce
ioni f in. N h ion of findi ’ Co ) i
putation is performed again. Next comes the question of findi re APPROXA-CRITICAL LINKS, we will determine some

the set ofA-critical links for a given value ofy. One naive links to beA-critical even if they are not. The time-complexity
ay to find whether a link isA-critical for an ingress—egress ) . : i
Wway 10 find W i isa-crtt "9 9SS ot APPROX A-CRITICAL LINKS is O(m2) (the same as that

pair is to reduce the capacity of the link by an amontntand ired to determine th ¢ set of 1-critical link ina th
compute the maxflow all over again, and check if the maxflowy Ju!red 1o determine the exact Set ot L-critical inks using the

value decreases. However, this approach is prohibitively expgﬁgqedure outlined in Theorem 4), in addition to the time com-
sive, since it requires: times the time for a single maxflow blexity for maxflow computation.

computation to find links that are critical. A faster approach of
finding A-critical links is an open algorithmic problem. Instead
of determining the set ah-critical links exactly, we determine |4 this section, we will compare the performance of our
the approximate set df-critical links. The heuristic that we US€routing algorithm (MIRA) to min-hop (MHA) and widest

is described in APPROXA-CRITICAL LINKS. shortest path (WSP) [11] routing algorithms, on some sample
networks. Comparisons will be made using both versions of
MIRA: the one involving the lexicographic criteria (called
L-MIRA), and the other involving the weighted sum criteria
(called S-MIRA). In all the experiments involving S-MIRA,

VIIl. PERFORMANCESTUDIES

Approx A-Critical Links

INPUT: A graph G(N, L) and a set B of

residual link capacities

A threshold A and a ingress—egress pair
(s,d) e P

OUTPUT Cyy(A), the set of A-critical
links for ingress—egress pair (s, d)

PROCEDURE

1. Co(A) — ¢

2. Compute maxflow
pair (s, d)
Let Gy(N, L) be the flow residual graph
after the maxflow computation, and

f for ingress—egress

Ry (1)

we will assume the weights of all the ingress—egress pairs to
be the same. The performance of each algorithm is measured
by the proportion of LSPs rejected by the algorithm. We will
also study the effect of the paramet&rand the frequency of
maxflow computation on the performance of MIRA.

A. lllustrative Example

Most of the performance comparisons shown in this paper
are done using the network shown in Fig. 2. The ingress—egress
pairs are shown in the figure. For this illustrative example, the
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Fig. 3. Decrease in available flow between S1 and D1 due to interference.Fig. 4. Total available flow between S1 and D1 after every LSP is routed.

capacity of the light links is 12 units and that of the dark links is
48 units (taken to model the capacity ratio of OC-12 and OC-48 S \
links) and each link is bidirectional (i.e., acts like two unidirec- s} Tom T

3500} \\9’\

tional links of that capacity). In all the simulation experiments T .\"\\
described in this paper, LSPs arrive randomly, and at the same§ 25001 ‘\_\ e *\w
average rate for all ingress—egress pairs. ﬁm x R \?\\0
B. Interference %1500- S

We first show experimentally that the interference, as defined 0} h .
in Section VI, is indeed reduced by MIRA in comparison to \
min-hop and WSP. We then show that this reduced interference sof RN
translates to better LSP acceptance. In the experiments of this o
subsection, we will use the network of Fig. 2, but we will scale 3 00 1000 1500 2000 7500 00
all the capacities by 100. This larger capacity network is used for domennameer

the performance studies because this permits us to experirmg]ts_,. Minimum available flow between all ingress—egress pairs after every
with thousands of LSP setups. The LSP bandwidth requests &¢8 is routed.

taken to be uniformly distributed between 1 and 3 units. All the
experiments of this subsection are done for the “static” case, i.e., 2%

0

arriving LSPs stay in the network forever. In this case, we will * ﬁ%m
look at the flows between various ingress—egress pairs after ¢ sy «, - LoMIRA
certain number of LSPs have arrived. e
Fig. 3 plots the decrease in max-flow between ingress—egress ts; “?i_‘: Tg,\\
pair (S1, D1) as more and more LSPs are routed between othe e
ingress—egress pairs. We see that with S-MIRA, there is no inter-£ 14r AN f‘\k
ference at all till more than 2000 LSPs have been setup, Wherea1§ RSN e T -
with L-MIRA, there is no interference till 3000 LSPs are routed. z'2r el T
However, every LSP setup using the other two algorithms causes o el
interference with potential future LSPs between S1 and D1. T RN
Fig. 4 shows the total available flow between S1 and D1 after S
every LSP is routed. Note that for L-MIRA, the decrease inthe ° R
available flow between S1 and D1 is entirely due to the LSPs )
routed between S1 and D1 since, as seen from Fig. 3, there °* o P 7000 dm:‘éo:mw 2000 2500 2000
is no interference at all when the number of LSPs is less than

3000 (the same is true for S-MIRA when number of LSPs Hg. 6. Total available flow between all ingress—egress pairs after every LSP
less than 2000). The available capacities are much lower fofouted.

min-hop and WSP. This means that min-hop and WSP should

experience more blocking between S1 and D1. (S1 and D1 werdigs. 5 and 6 show the minimum and the sum of the available
picked for illustrative purposes only. The same applies for oth#ows, respectively, between every ingress—egress pair after each
ingress—egress pairs.) LSP is routed. Again, we see that the available flows for MIRA
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Fig. 7. Static case: number of LSP setup requests rejected for 20 experiman't%'. 9. Dynamic case: rejection ratio for 20 experiments—network 2.
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Fig. 8. Dynamic case: rejection ratio for 20 experiments—network 1. Fig. 10. Dynamic case: rejection ratio for 20 experiments—network 3.

are consistently higher than those for min-hop and WSP. MonesPs rejected for 20 experiments, under the following scenario.
over, we see that the available flows for L-MIRA are higher thanSPs arrive between each ingress—egress pair according to a
S-MIRA. Next we see how these increased available flows trareisson process with an average vatand the holding times are
late to better performance. exponentially distributed with mealy ;.. For our experiments,
(A/um) = 150. Inthis case, too, bandwidth demands for LSPs are
C. LSP Acceptance uniformly distributed between 1 and 3 units. For our experiment

In the first LSP acceptance experiment, we assume thatialthis case, we take the same network as in Fig. 2 (network 1),
LSPs are long lived (“static” case). We load the network withut the capacities are scaled only by 10 (and not by 100 as for
5000 LSPs and observe the number of LSPs rejected by the static case—this is done so that the system “warmup” time is
different algorithms. We conducted 20 trials. The results am®t too large). The rejection ratio is calculated over a window of
shown in Fig. 7. Observe the noticeable degradation in perfapproximately 1 000 000 LSP setup requests. Again, we see that
mance of min-hop and WSP due to interference. Also note thaith L-MIRA and S-MIRA perform much better than min-hop
L-MIRA performs much better than S-MIRA; till 5000 LSP ar-and WSP. Between L-MIRA and S-MIRA, L-MIRA performs
rivals, the number of rejects in L-MIRA is zero for all the ex-better, as we would expect.
periments. Note that in S-MIRA, in an attempt to maximize the Figs. 9 and 10 show the proportion of LSPs rejected for 20
total available maxflow over all ingress—egress pairs, the avaikperiments, for the dynamic case, under the same conditions
able capacity between some ingress—egress pair may becasiabove, but for two other networks, network 2 (18 nodes, 30
very small, causing a large number of rejects. L-MIRA, howlinks), and network 3 (20 nodes, 35 links). In all the cases, we
ever, avoids this problem by giving the maximum priority to theee that S-MIRA and L-MIRA perform much better than MHA
ingress—egress pair with the least maxflow, and hence perforaml WSP. Note that in Fig. 10, L-MIRA and S-MIRA perform
better. identically.

In the second experiment, we tried to determine the dynamicFig. 11 shows results forthe same experimental setup asthat for
behavior of the three algorithms. Fig. 8 shows the proportion Bfg. 8, exceptthatthe load is changed so thatthe rejection ratio for
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Fig.11. Dynamic case: rejection ratio for 20 experiments, operating point wilig. 12. Rejection ratio versus interval (in terms of LSP request arrivals)

lower rejection ratio—network 1. between successive critical link computations.
TABLE | 055 v v T T y T
PERCENTAGEIMPROVEMENT IN REJECTIONRATIOS (COMPARED TOMHA) FOR e s omtt
VARIOUS ALGORTIHMS FORDIFFERENTNUMBERS OFINGRESS-EGRESSPAIRS ("' R
051 ; b
No. of pairs | WSP S-MIRA | L-MIRA o g
Soe G 2 )
4 13.14% | 25.36% 26.50% Y o
8 -033% | 8.84% 9.42% odsy T S
16 000% | 331% 3.90% £ i
64 7.39% 15.89% 13.25% £ ol P I
® [ v
.o o o~ 7
the minimum interference based algorithms is around 1%. Com- o5} o : ) o
paringto Fig. 8, we see that the performance improvement of both o - b=t
L-MIRA and S-MIRA, in comparison to min-hop and WSP, is ol LT 2 D=0
even higher atthis operating point of lower rejection ratios. o 1
Also, for the same experimental setup as that for Fig. 8, we ,

varied the number of ingress—egress pairs and compared the per ° @ “© e & 100 120

centage improvement in rejection ratios with respect to the re-

jection ratio for min-hop. The results are shown in Table |. Wg9- 13- Rejection ratio versus, for various demand siz€3.

see that even with a large number of ingress—egress pairs (64

out of a possible 210 ingress—egress pairs), there is signific#iat the computed critical link set, and hence the path weights, do
performance improvement over min-hop (and also over WSFX)I change between successive critical link computations. The

with S-MIRA and L-MIRA. plots show that, in general, as we increase the interval between
successive critical link computations, the rejection ratio shows

D. Effect of Critical-Link Computation Frequency on an increasing trend, as we would expect. However, the rejection

Performance ratio, even when the critical link computation frequency has been

In the experiments described so far, the computation of tFfRduced by a factor of 50 or more, does not differ vastly from
maxflow, and hence the computation of the critical links, i§1€ case when the critical link computations are done on every
done on every LSP arrival. However, it is worthwhile examiningSP requestarrival. Note that the gradient of the plots are steeper
whether it is necessary to recompute the critical links after eawhen the interval between successive critical link computations
LSP is routed. Note that without critical link computation, eacl$ Small, and become flattened out as the interval increases, as we
LSP routing involves only a shortest-path computation. Idealffould intuitively expect.
one would like to avoid frequent computation of critical links. We
carried outa number of experiments to determine the effect of the
critical link computation frequency on the system performance. Now we will study the effect of the parameté&r (which is
Five representative trials are shown in Fig. 12, when the routinged for determining the critical link set) on the performance of
algorithm is L-MIRA. The network is the same as the one shovithe algorithm. Fig. 13 shows some representative examples to
in Fig. 2 (but with the capacities scaled by 10), and the simulatidiustrate this. The network is the same as the one in Fig. 2 (with
conditions are the same as those for the dynamic case descrifedcapacities scaled by 10), and the simulation conditions are
in the last subsection. In the figure, thaxis shows the rejection the same as those for the dynamic case for the last two sub-
ratio, and ther axis shows the interval between two successigections. However, in this case, the size of each dem&has(
critical link computations, in terms of LSP request arrivals. Noteept fixed. In the figure, the results are shown for four different

Effect ofA on Performance



2578 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 18, NO. 12, DECEMBER 2000

demand sizes?). Moreover, for demand siz®, the average
load (A\/p) x D is kept fixed at 300 units. The figure shows,
as we would intuitively expect, that the rejection ratio, in gen-
eral, increases as we increadseA careful inspection shows that
for three out of the four cases, namdly = 5, 10, 20, as we P §
start increasing\ from 1, the number of rejects decreases very
slightly, after which it increases monotonically (fér = 15,

the number of rejects always increase with increagi)gFor

0.0276[-

0.027-

rejection ratio

D = 5,10, 20, the minimum is attained wheA = D. For o.mf\.\“
A > 120, the number of rejects remain the same even as we in- N\ ) -
creaseA. We have also verified that fak > 120, the number of o.0zs6)- '5\? Lol

rejects is the same as that for min-hop. Note that our algorithm
reduces to min-hop whea is greater than the maximum link 00204
capacity (then all the links would be considered critical links P R TR TR
and would be given the same weight). Note that in our network,

all but five links have a capacity of 120 units, and the remainirig. 14. Rejection ratio versua, for different critical link compuatation
five have 480 units. Thus, we would expect that our algorithfffervals.

would perform similar to min-hop wheA > 480. In this case,

L i ) . s
30 35 40 45 S0 &5 60
dalta

however, the performance is the same for> 120. Fig. 13 e j ' j ) j j ' " = W
also demonstrates that when the size of the demand is inCreasey | 3 Shea

while keeping the average load constant, the number of rejectsz

increase. This can be intuitively explained in the following way. Feef «~ N .,4’\ O R NI
Consider two demand sizes,and2D. First, an arrival of a de- gm_

mand of sizeD is equivalent to a burst of two arrivals of size 3

D. Second, since a flow cannot be split, we may have to reject a%m_ ]
demand of siz& D because of the nonavailability of a path with % .

2D units of bandwidth, even though we may be able to route e} = N SO

one (or more) demands of siZe. gm

For most of the experiments we have carried out, we have 3
observed that the minimum rejection ratio is achieved either at ‘gm. Tl e e e o T
A = D, orA = 1, when the demand size is kept fixed at ’ i ' ¥
D. However, in a practical scenario, we would expect that the ~ °t : R e e <
demand size would not be fixed, and would vary over a range. trial number
What value ofA achieves the minimum rejection ratio in thatFig_ 15,
case remains to be seen.

Note that when the demand sizes are small compared to the - ] ) )
link capacities (which is typically the case), setting= 1 may MiSSing out too many near—crmc_al I_mks; whl]e wheénis too. .
not be a bad choice, if the critical links are computed on evel§f9€; then too many links are being included in the set of critical
request arrival. This is also evident from Fig. 13. However, If1kS, reducing the algorithm to min-hop. The valueivhich
the maxflow computation, and hence the determination of tR&ni€ves the minimum rejection ratio would, in general, depend
critical links, is done less frequently, then settihg= 1 may be ©N the dem_and size distribution anq the interval (in terms pf LSP
a bad choice, even if the demand sizes are small. In this casEE@Hest arrivals) between successive maxflow computations.
lot of flow might be pushed into the network between two suc- ) )
cessive maxflow computations, and hence links that were rfot Nk Failure Rerouting Performance
the most critical during a particular maxflow computation might Next we compare the performance of the algorithms in terms
become the most critical links before the next maxflow conef how good the algorithms are in rerouting already setup LSPs
putation occurs. Thus, we would like to s@stto some larger when a link failure happens. Note that to successfully reroute
value, such that it identifies the near-critical links, i.e., the linkan LSP, there must be capacity available between the corre-
that can potentially become bottlenecks before the next maxfl@ponding ingress—egress pair after the link failure has happened.
computation. Fig. 14 illustrates this on a network 2 (18 nodeSince MIRA tries to leave capacity open between ingress—egress
30 links) with 3 ingress—egress pairs. The traffic is Poisson wigairs, it should have better rerouting performance. To test this,
(M) = 150, and D is uniformly distributed between 1 and 3we first route some randomly generated (static) LSPs in the net-
units. The plots are shown for the cases when the interval lvasrk shown in Fig. 2 (capacities scaled by 100), under the four
tween successive maxflow computations is 30, 40 (in termsdifferent algorithms, S-MIRA, L-MIRA, WSP, and min-hop.
LSP request arrivals). The plots demonstrate that when the We then cut a randomly chosen link and then use the same algo-
terval between successive maxflow computations is large, rédghm for rerouting the LSPs that had been routed on the link that
jection ratio initially decreases with increaseAn after which is cut. The results, for 20 different trials, are shown in Fig. 15.
it starts increasing again. Wheh is too small, then we are For the results shown, the cut link is (1, 3) and the number of
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Rerouting performance for 20 trials.
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LSPs routed initially (before the link is cut) is 3800. It can be [9]

seen from the figure that, as expected, S-MIRA and L-MIRA

have much better rerouting performance than min-hop and WSH.0

Moreover, in the results shown, L-MIRA performs better than

]

S-MIRA. [11]
[12]

IX. CONCLUDING REMARKS

The primary contribution of the paper is the development of13]

routing algorithms based on the notion of minimum interfer-

ence. It is based on the observation that usage of certain crit?

ical links must be avoided to the extent possible. The objec-

]

tive in min-hop routing is to minimize resource usage. It doed15]

not account for traffic asymmetries which result from certain
ingress—egress pairs having more offered traffic. Also, it does
not permit the protection of certain ingress—egress pairs from
having their available capacities being reduced too much by
traffic traversing between other ingress—egress pairs. Minimum
interference routing takes these factors into account when deter-
mining the path for the current demand. The primary applicatie=
of minimum interference routing is in explicit routing of LSPs ir
MPLS networks. Another application is for routing wavelengt
paths in dynamically provisionable optical networks provide
wavelength conversion is permitted at each node. We show
by simulations on three networks that minimum interferenc
routing has very good LSP acceptance and rerouting perfi
mance in comparison to min-hop and WSP, which do not tanc
the ingress—egress information into account. The difference in
performance spans a wide variety of operating conditions. We
also showed that most LSP routes can be computed using only
a shortest-path computation, and that frequent determination of
critical links is not necessary to ensure good performance. ;
immediate extension to this work is the incorporation of pr|
orities. Another topic for future study is aggregation for inter
domain routing. The max-flow values between ingress—egre
pairs calculated by the algorithm can be used as a measur
available bandwidth for aggregation.
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