1. (1 points) [FILL IN THE BLANKS]  The two primary functions of an operating 

system are to  act as a  1. _________________       and       2. ______________________.

2. (1 points)  Draw the five state diagram of a Process.

3. (2 points)  For each of the OS functions listed,  state which module (Long term, short term scheduler or dispatcher. ) performs the listed function.

_________________  A.   Creates a new process.

__________________B.   Applies round robin algorithm

__________________C.  Perform Context switch

__________________D.  Changes from privilege mode to user mode 

__________________E.  Controls the degree of multiprogramming

4.  (2 points)  For each of the following indicate whether they are accomplished through Hardware or Software.

_________________  A.   Translation of  virtual address to physical address

__________________B.   Transition of process from running state to wait state

__________________C.  Clocked interrupt

__________________D.   Selecting a page fault victim.  

__________________E.  Maintaining the FAT

5.  (2 points)  Short answer. When developing a computer for high user interaction,  which process scheduling algorithm would you choose?    Why. 

6. (1 points)  The two main types of  interprocess communication are _______________     

and   ________________  communication.     In  Lab  5,  we used  a pipe object to facilitate  the communication between a source, filter and sink process.  This was an 

example  of   ________________ communication.  

7. (1 points)  Consider Classical problems of Synchronization:  Match the  listed classical problems with the type of synchronization they represent. (draw an arrow pointing to the correct type)

Classical Sync Problems




Type of  Sync

A.  The Dining-Philosophers Problem
Resource sharing where some processes are granted concurrent access to resource 



B.  The Readers and Writers Problem
Producer : Consumer



C.  The Bounded Buffer Problem
Resource sharing with strict mutual exclusion required

8. (1 points) Which method of deadlock  handling do most common OS implement?

A. Deadlock Prevention

B. Deadlock Avoidance

C. Deadlock Detection

D. Deadlock Denial (assume deadlocks never occur)

9. (1 points)  The bankers algorithm is an example of 

A. Deadlock Avoidance

B. Deadlock Detection

C. Deadlock Denial (assume deadlocks never occur)

10. (1 points)  For each  storage method listed,  indicate if they suffer from internal or external  fragmentation.

A. _______________________  Contiguous allocation of main memory

B. _______________________  Demand paging

C. _______________________  Segmentation

D. _______________________  Linked  allocation of  disk space

E. _______________________  Indexed allocation of disk space

11. (2  points) Consider the following page table:  Assume each page is 512 bytes: Also assume process A is 1600 bytes.  Indicate the frames (s) assigned to process A that suffer from internal fragmentation. 

  Process A:

VPN 
  Frame  
Present

0 5

1

1 6

1

2 1

1

3 2

1

12.  (1 points)  True  or  False  (circle the correct answer)   In Lab 7 : Virtual Memory:  You were able to lock a page into main memory, thereby ensuring that it would not be

selected as a victim in a page fault replacement algorithm. 

13 (1 points)  True  or  False (circle the correct answer)  Windows NT  was designed to support threads for user processes, but as with code for  all operating systems, is written using processes. 

A.  Level 0
Striping/ Nonredundant



B.  Level 1
Mirroring


C.  Level 2 
Parallel access / Redundant via Hamming/member disk 

work together

D.  Level 3
Parallel access/  Bit-interleaved  parity /member disk work together


E.  Level 4 
Independent access/ Blocked interleaved 

parity/ independent disk operation

F.  Level 5
Independent access/  Blocked interleaved distributed parity/ independent disk operation

For questions 14 to 17,  refer to the RAID Table above

14. (1 poiints)  Which Raid level is easiest/ quickest to recover from a disk failure?

15. (1 Points)  Which Raid level provides  best performance for a critical database?

16 (1 points) Which Raid level provides best performance for sequential access of large critical files?

17 ( 1 Points ) Which Raid levels are not commercially available?

18. (1 Points)  In LAB 10, you accessed specific sectors  from you’re A: Drive.  Which logical sector contained the BOOT record?

19 (1 Points) In LAB 10, you accessed specific sectors from you’re A: Drive.  How many copies of the FAT were on your disk?

20. (2 points)  In Lab 4 you used Mutex and Semaphore objects to synchronize threads that acted as producer : consumers of widgets.  Your critical section was the buffer that held the "widgets".  Would this problem have been easier to solve using two processes instead of two threads?  Why or Why not. 

21.  (2 Points)   For each of the following,  indicate whether user level threads or kernel level threads would be best. 

_________________  A.   An application where the developer wishes to impose a 

specific cpu scheduling scheme to the threads. 

__________________B.   An application designed to run threads in parallel (on multiple

    
 cpu's)

__________________C.  An application which has one or two threads with lots of  I/O

 and other threads with little or no I/O

__________________D.  An application designed to have the fastest context switch time 

between threads.

22. (1 points).  If  the number of frames allocated to a process falls below  the amount  it needs  to make progress a high number of page faults occur.  This  high paging activity is 

called  ________________.    To correct this,  we (or the OS) must   

_________________________________________________________.

23.  (1 Points)  List three File Attributes which a typical OS would support

24.  (1 Points)  List three File Operations which a typical OS would support

25.  (1 Points)  List three items of information that would be kept for a file or device directory. 

26.  (1 Points)  List three operations  that would be performed on a file or device directory. 

27.  (1 Points)  When discussing disk scheduling performance, we need to consider the

 time for the disk arm to move ,  called the   _____________________  and the time for 

the correct sector to be in position,  called the  _________________________.   

28. (1 Points) Short answer:  What is the difference between the  LOOK Scheduling algorithm and the C-LOOK Scheduling algorithm?

29. (1 Points) Short answer  In a NON - PREEMPTIVE Scheduling  algorithm,  list two events which would cause a process to leave the RUNNING state?

30. (2 Points) Short answer: What is a race condition?  How can we prevent it?

31.(1 points)  Assume you are a student working on a presentation for class on a stand alone PC. You notice that your computer seems to be slower than normal. Additionally, that little light on your hard drive is on all the time. What might this be a symptom of? (circle the correct answer)

a. Thrashing

b. Deadlock

c. Internal fragmentation

d. Year 2000 non compliance. 

32  (1 points) [FILL IN THE BLANKS]   A process is a __________________________

33. (1 points) [ circle    TRUE  or      FALSE  ]  When using virtual memory, we must ensure that the process that is assigned the CPU  (ie in the running state)  has all its pages loaded in main memory.

34. If you want your final grade posted, give me a letter or number identifier.  If you give 

your name,  I can’t post your grade.   ID __________________________

